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Introductions to MRC



Introduction
• To comprehend human language is essential in AI

• Machine Reading Comprehension (MRC) has attracted 

lots of attention from the NLP field
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Introduction
• Reading Comprehension 
• Macro-view 

• To learn and do reasoning with 
world knowledge and common 
knowledge while we are growing up


• Micro-view 
• Read an article/several articles, 

and answer the questions based 
on it
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Introduction

 6

• Four key components in RC 

• →Document 

• Question


• Candidates


• Answer
*Example is chosen from the MCTest dataset 
(Richardson et al., 2013)
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Introduction
• Why MRC became enormously popular in recent years?

• Mutual effect by


– A growing interest in DL techniques

– Availability of large-scale MRC data
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Improved 
Techniques

More Difficult 
Datasets

Require

Stimulate



• MCTest (Richardson et al., EMNLP 2013) 
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• DeepMind CNN/DailyMail (Hermann et al., NIPS 2015) 
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• Facebook CBT (Hill et al., ICLR 2016) 
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• PD&CFT (Cui et al., COLING 2016) 
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• SQuAD (Rajpurkar et al., EMNLP 2016) 
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Cloze-Style Machine Reading 
Comprehension



 Cloze-style RC
• Definition of cloze-style RC 

• Document: the same as the 
general RC


• Query: a sentence with a 
blank


• Candidate (optional): several 
candidates to fill in


• Answer: a single word that 
exactly matches the query

• The answer word should 

appear in the document
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*Example is chosen from the CNN dataset (Hermann et al., 2015)



• CBT Dataset (Hill et al., ICLR 2016)
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Step1: Choose 21 
consecutive sentences

 Cloze-style RC



• CBT Dataset (Hill et al., ICLR 2016)
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Step1: Choose 21 
consecutive sentences

Step2: Choose first 20 
sentences as Context

 Cloze-style RC



• CBT Dataset (Hill et al., ICLR 2016)
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Step1: Choose 21 
consecutive sentences

Step2: Choose first 20 
sentences as Context

Step3: Choose 
21st sentence as 

Query

Step3: With a 
BLANK 

Step3: The word removed from 
Query 

 Cloze-style RC



• CBT Dataset (Hill et al., ICLR 2016)

 21

Step1: Choose 21 
consecutive sentences

Step2: Choose first 20 
sentences as Context

Step3: Choose 
21st sentence as 

Query

Step3: With a 
BLANK 

Step3: The word removed from 
Query 

Step4: Choose other 9 
similar words from 

Context as Candidate 

 Cloze-style RC



 Related Works
• Predictions on full vocabulary 

• Attentive Reader (Hermann et al., 2015)


• Stanford AR (Chen et al., 2016)


• Pointer-wise predictions (Vinyals et al., 2015) 

• Attention Sum Reader (Kadlec et al., 2016)


• Gated-attention Reader (Dhingra et al., 2017)


• Consensus Attention Reader (Cui et al., 2016)


• Attention-over-Attention Reader (Cui et al., 2017)

 22



 Attentive Reader
• Teaching Machines to Read and Comprehend (Hermann et al., 

NIPS 2015) 

• Propose attention-based neural networks for reading 
comprehension


 23



 Stanford AR
• A Thorough Examination of the CNN/Daily Mail Reading 

Comprehension Task (Chen et al., ACL 2016) 

• Nothing special in NN model, but provides valuable insights on the CNN/
DailyMail datasets
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1) CNN/DailyMail dataset is noisy 
2) Current NN models have 

almost reached CEILING 
performance 

3) Requires less reasoning and 
inference



 Attention Sum Reader
• Text Understanding with the Attention Sum Reader Network 

(Kadlec et al., ACL 2016) 

• Propose to utilize and improve Pointer Network (Vinyals et al., 
2015) in RC
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Sum 
Attention 

Mechanism



• Gated-Attention Reader for Text Comprehension (Dhingra et 
al., ACL 2017) 

• Propose to use multiple hops for refining attended 
representations
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 Gated-Attention Reader



 CAS Reader
• Consensus Attention-based Neural Networks for 

Chinese Reading Comprehension
– We propose an extension to AS Reader (Kadlec et al., 

2016), which is a popular framework on the cloze-style 
reading comprehension task

– Instead of blending query representations into one, we can 
take EVERY individual query words to generate document-
level attention respectively
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• Neural Architecture

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension

 CAS Reader



 29

• Step 1: Transform document and query into contextual 
representations using GRU (Cho et al., 2014)

 CAS Reader

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension
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• Step 2: Generate several document-level attentions in 
terms of every word in the query

 CAS Reader

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension
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• Step 3: Induce a consensus attention over these individual 
attentions with heuristic functions

 CAS Reader

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension
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• Step 4: Applying sum-attention mechanism (Kadlec et al., 
2016) to get the final probability of the answer

 CAS Reader

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension



 Question
• Any better solutions for choosing the heuristic 

function?
– Though CAS Reader solves the problem of regarding the 

query as a whole (such as in Attentive Reader), it relies on 
the heuristic functions to merge final predictions.

– These heuristic functions regard each prediction EQUALLY.
– However, it neglects the importance of predictions from 

different sources.

 33



 AoA Reader
• Primarily motivated by AS Reader (Kadlec et al., 2016) and CAS Reader 

(Cui et al., 2016)

• Introduce matching matrix for indicating doc-query relationships

• Mutual attention: doc-to-query and query-to-doc

• Instead of using heuristics to combine individual attentions, we place 

another attention to dynamically assign weights to the individual ones 

• Some of the ideas in our work has already been adopted in the follow-up 

works not only in cloze-style RC but also other types of RC (such as 
SQuAD).
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• Model Architecture

Cui et al., ACL 2017. Attention-over-Attention Neural Networks for Reading Comprehension

 AoA Reader
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• Contextual Embedding 
• Transform document and query into contextual 

representations using word-embeddings and bi-GRU units

Cui et al., ACL 2017. Attention-over-Attention Neural Networks for Reading Comprehension

 AoA Reader
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• Pair-wise Matching Score 
• Calculate similarity between document and query word

• Use dot product for attention calculation

Cui et al., ACL 2017. Attention-over-Attention Neural Networks for Reading Comprehension

 AoA Reader
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• Individual Attentions 
• Calculate doc-level attention w.r.t. each query word

Cui et al., ACL 2017. Attention-over-Attention Neural Networks for Reading Comprehension

 AoA Reader
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• Attention-over-Attention 
• Dynamically assign weights to individual attentions

• Get “attended attention”

Cui et al., ACL 2017. Attention-over-Attention Neural Networks for Reading Comprehension

 AoA Reader
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• Final Predictions 
• Adopt Pointer Network (Vinyals et al., 2015) for predictions

• Apply sum-attention mechanism (Kadlec et al., 2016) to 

get the final probability of the answer

Cui et al., ACL 2017. Attention-over-Attention Neural Networks for Reading Comprehension

 AoA Reader
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• An intuitive example

Tom loves <blank> .

Query-level  
Attention 0.5 0.3 0.15 0.05

Candidate 
Answers

Mary        = 0.6
diamond   = 0.3
beside      = 0.1

Mary        = 0.3
diamond   = 0.5
beside      = 0.2

Mary        = 0.4
diamond   = 0.4
beside      = 0.2

Mary        = 0.2
diamond   = 0.4
beside      = 0.4

Average Score  
(CAS Reader)

Mary          = (0.6+0.3+0.4+0.2) / 4 = 0.375
diamond     = (0.3+0.5+0.4+0.4) / 4 = 0.400 
beside        = (0.1+0.2+0.2+0.4) / 4 = 0.225

Weighted Score  
(AoA Reader)

Mary     = 0.6*0.5+0.3*0.3+0.4*0.15+0.2*0.05 = 0.460 
diamond   = 0.3*0.5+0.5*0.3+0.4*0.15+0.4*0.05 = 0.380
beside      = 0.1*0.5+0.2*0.3+0.2*0.15+0.4*0.05 = 0.160

Cui et al., ACL 2017. Attention-over-Attention Neural Networks for Reading Comprehension

 AoA Reader



 42

• N-best re-ranking strategy for 
cloze-style RC 

• Mimic the process of double-
checking, in terms of fluency, 
grammatical correctness, etc.


• Main idea: Re-fill the candidate 
answer into the blank of the 
query to form a complete 
sentence and using additional 
features to score the sentences

Generate candidate 
answers 

N-best decoding

Re-fill the candidate into 
query

Scoring with additional 
features (such as N-gram 

LM)

Feature weight tuning 
KBMIRA (Cherry and Foster, 

2012)

Re-scoring and Re-
ranking

Cui et al., ACL 2017. Attention-over-Attention Neural Networks for Reading Comprehension

 AoA Reader
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• Single model performance 
• Significantly outperform previous 

works 

• Re-ranking strategy substantially 

improve performance

• Introducing attention-over-attention 

mechanism instead of using 
heuristic merging function (Cui et 
al., 2016) may bring significant 
improvements


• Ensemble performance 
• We use a greedy ensemble 

approach of 4 models trained on 
different random seeds


• Significant improvements over 
various state-of-the-art systems

Cui et al., ACL 2017. Attention-over-Attention Neural Networks for Reading Comprehension

 AoA Reader



Summary
• What are the good things in cloze-style RC? 

• Pointer Network is especially useful in this task, as the 
answer is assumed to be existed in the document, just directly 
PICK the right answer from document


• A simple DOT product is capable of attention calculation


• Mutual attention mechanism could bring additional 
information, using both doc-to-query and query-to-doc 
attentions


• Re-ranking strategy with traditional N-gram LMs could 
substantially improve cloze-style RC performance due to its 
nature
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Span-Extraction MRC



 SQuAD
• SQuAD: 100,000+ Questions for Machine 

Comprehension of Text (Rajpurkar et al., EMNLP 2016) 
• Dataset Features 

• More Difficult: word-level answers → words, phrases or 
even sentences


• High Quality: automatically generated data → human-
annotated data


• Much Bigger: 100K+ questions, bigger than previous 
human-annotated RC datasets
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• Sample of SQuAD 

• Document: Passages from 
Wikipedia pages, segment into 
several small paragraphs


• Query: Human-annotated, 
including various query types 
(what/when/where/who/how/
why, etc.)


• Answer: Continuous segments 
(text spans) in the passage, 
which has a larger search 
space, and much harder to 
answer than cloze-style RC
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Rajpurkar et al., EMNLP 2016. 100,000+ Questions for Machine Comprehension of Text

 SQuAD



 Related Works
• A large number of researchers are investigating SQuAD 

after its release. Tons of models are proposed.


• Representative Works


• Match-LSTM (Wang and Jiang, 2016)


• Bi-directional Attention Flow (BiDAF) (Seo et al., 2016)


• Dynamic Coattention Network (DCN) (Xiong et al., 2017)


• r-net (Wang et al., 2017)
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 Match-LSTM
• Machine Comprehension using Match-LSTM and 

Answer Pointer (Wang and Jiang, 2016) 
• Propose to use Pointer Network to directly output start and 

end position in the document
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 BiDAF
• Bi-Directional Attention Flow for Machine 

Comprehension (Seo et al., 2016) 
• Propose bi-directional attention, which has become a 

stereotype in SQuAD task
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 DCN
• Dynamic Coattention Networks for Question 

Answering (Xiong et al., 2016) 
• Propose dynamic co-attention model, iterative pointer 

mechanism
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 DCN+
• DCN+: Mixed Objective and Deep Residual Coattention 

for Question Answering (Xiong et al., 2017) 
• Utilize deep self-attention and residual networks

• A mixed objective that combines cross entropy loss with self-

critical policy learning
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 R-NET
• Gated Self-Matching Networks for Reading 

Comprehension and Question Answering (Wang et al., 
2017) 

• Propose to use self-matching and gated attention
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 Our Work
• Interactive AoA Reader: an improved version of AoA 

Reader (Cui et al., 2017) 
• We have been working on SQuAD task for months, and get on 

the first place in late July, 2017
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*As of August 1, 2017. http://stanford-qa.com *As of November 13, 2017. http://stanford-qa.com

http://stanford-qa.com
http://stanford-qa.com


 Our Work
• As our work is not published, we cannot reveal the detailed 

architecture and algorithms


• But…we can tell you a little bit of the techniques that 
adopted (published techniques with modifications)


• Char+Word level embeddings


• Multiple hops for representation refining


• Incorporating historical attentions
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 Summary
• Old things still work 

• Pointer Network for directly predict start/end position 
in the document


• Mutual attention mechanism


• What’s new? 

• Word-level + Char-level embeddings


• More complex attention calculation with multiple 
attended representations
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Multiple-Choice MRC



 RACE 
• RACE: Large-scale ReAding 

Comprehension Dataset From 
Examinations (Lai et al., EMNLP 
2017) 

• Features 
– Needs a more comprehensive 

understanding of the context


– The answer is no longer a span 
in document


– Misleading choices among 
candidates


– SOTA model in SQuAD failed to 
give an excellent performance 
(70%+ → 40%)
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 CSA Model
• Convolutional Spatial Attention Model for Reading 

Comprehension with Multiple-Choice Question 

• Contributions 
– Focus on modeling different semantic aspects of candidate 

answers


– Propose Convolutional Spatial Attention (CSA) to simultaneously 
extract the attentions between various representations


– Experimental results on RACE and SemEval 2018 Task 11 show 
that the proposed model achieves state-of-the-art performance.

 59



 60

• Formal Definition of the Task 
– Inputs: Document, Question, 

Candidate


– Output: Candidate score of 
being the answer


• Basic Components 
– Embedding Layer


– LSTM Layer


– Enriched Representation Layer


– Convolutional Spatial Attention 
Layer


– Answer Layer

 CSA Model

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions
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• Embedding Layer 
– GloVe Word Embedding 

[Pennington et al., 2013]


– ELMo [Peters et al., 2018]


– POS-tag Embedding


– Exact Word Matching 


– Fuzzy Word Matching


• Concatenate all the features 
above to form final 
embeddings

 CSA Model

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions
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• LSTM Layer 

– Apply highway layer to 
better mix various types 
of embeddings


– Place an ordinary Bi-
LSTM layer after 
embedding to obtain 
contextual 
representation

 CSA Model

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions
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• Enriched Representation Layer 
– Using ‘enriched representation 

algorithm’ to get various 
attention-guided 
representations.


– RCQ: question-aware 
candidate representation


– RCP: passage-aware candidate 
representation


– RQP: passage-aware question 
representation


– RQQ: self-attended question 
representation

 CSA Model

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions
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• Algorithm for Enriched 
Representation 

• Two Key Points 

– Adopt a symmetric 
attention mechanism 
[Huang et al., 2017]


– Apply element-wise 
weight to the attention 
matrix

 CSA Model

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions
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• Convolutional Spatial 
Attention Layer 

– Candidate information is 
important


– We calculate dot attentions 
between three candidate 
representations and two 
question representations


– Concatenate 2*3=6 attention 
matrices, forming an attention 
cuboid M with shape [6, 
candidate_len, question_len]

 CSA Model

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions
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• Convolutional Spatial Attention Layer 
– The resulting matching cuboid M can be seen as a 2D-

image with 6-channels


– We use Convolution-MaxPooling operation to dynamically 
extract high-level features with kernel size 5, 10, 15


 CSA Model

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions
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• Answer Layer 
– Concatenate all three 

feature vectors


– Pass through a fully-
connected layer to get a 
scalar score


• Prediction 
• Choose the candidate that 

has the largest score as 
the answer

 CSA Model

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions



 Experiments
• Dataset 

– RACE: English examinations of Chinese middle and high school 
students. (4 candidate selections)


– SemEval 2018 Task 11:  Machine Comprehension using 
Commonsense Knowledge (2 candidate selections)


• Hyper-parameters 
– Passage/Question/Candidate max length: 300 / 20 / 10


– Word Embedding: 200-dim


– Bi-LSTM hidden size: 250-dim


– ELMo: 1024-dim


• Implementation 

- Keras + TensorFlow
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• Results on RACE 
– State-of-the-art performance, especially on RACE-H


– Incorporating ELMo yields another significant improvement

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions

 Experiments
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• Results on SemEval 2018 
– Baselines are the top teams in SemEval 2018 Task 11. 


– CSA model shows marginal but consistent improvements 
on single/ensemble settings.


– With the help of ELMo, there is another boost in 
performance.

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions

 Experiments
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• Ablation Results on RACE 
– w/o attention weight: do not apply element-wise weight


– w/o enriched repr: only use LSTM outputs


– w/o CSA: using two fully connected layers to achieve 
dimensionality reduction of the 3D-attention 


• Importance: CSA > enriched repr > att weight

Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions

 Experiments



 Analysis
• Quantitative Analysis on 

Different Type of 
Questions (on RACE data) 

– [+] CSA model is good 
at handling ‘how’ and 
‘why’ questions, which 
needs comprehensive 
reasoning on the 
document
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Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions



 Analysis
• Quantitative Analysis on 

Different Type of 
Questions (on RACE data) 

– [-] On the contrary, CSA 
model shows inferior 
performance on ‘who’, 
‘where’, ‘when’ 
questions
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Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions



 Analysis
• Quantitative Analysis on 

Different Type of 
Questions (on RACE data) 

– Further efforts should 
be made on balancing 
the word-level attention 
and highly abstracted 
attention. 
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Chen and Cui et al., AAAI 2019. Convolutional Spatial Attention Model for Reading Comprehension with Multiple-Choice Questions



 Analysis
• Conclusions for CSA Model 

– Propose Convolutional Spatial Attention model for RC 
with multiple-choice questions


– The proposed model done well on hard problems 
types, such as ‘how’ and ‘why’


– Experimental results show significant improvements on 
RACE and SemEval 2018 datasets
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BERT-based MRC



BERT-based MRC

 77

ELMo

BERT

ERNIE

Who will be 
the next?
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• BERT: Bidirectional Encoder Representations from 
Transformers
• NAACL 2019 Best Paper

• 16,000+ stars on GitHub

• 600+ citations (only half a year)

• State-of-the-art text representation 

Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• BERT: Bidirectional Encoder Representations from 
Transformers

• Contributions
– Demonstrate the importance of bidirectional pre-training for 

language representations

– Pre-trained representations eliminate the needs of many 
heavily-engineered task-specific architectures

– Pre-trained models are released to the community for future 
research
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• Pre-training Task I: Masked LM (MLM)
– Mask out several input words, and then predict the masked words

– Too little masking: Easy to pick them out

– Too much masking: Not enough context

– In this paper, use a percentage of 15%
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• Pre-training Task I: Masked LM (MLM)
– Problem: Mask token never appear at fine-tuning (realistic data)

– Solution: 15% of the words to predict, but don’t replace with 
[MASK] 100% of the time

– Instead

• 80% of the time, replace with [MASK] 
– went to the store → went to the [MASK]  

• 10% of the time, replace random word
– went to the store → went to the apple  

• 10% of the time, keep the same word
– went to the store → went to the store 
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• Let’s see how this implemented in source code

• File: create_pretraining_data.py

• Function: create_masked_lm_predictions()

• Arguments
– Tokens (list): tokenized sequence tokens

– masked_lm_prob (float): how many words (proportion) should be 
masked

– max_predictions_per_seq (int): maximum predictions per 
sequence

– vocab_words (list): vocabulary

– rng: random.Random(seed)
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• Generate candidate indexes
– Skip [CLS] and [SEP] 

– Shuffle candidate indexes

– Determine the prediction number
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• Mask out proper tokens
– Regular checks for overflow 
– Generate random number to determine the masking action
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• Pre-training Task II: Next Sentence Prediction (NSP)
– Learn the relationships between sentences, i.e., contextual 

information

– Predict whether Sentence B is the actual sentence that 
comes after Sentence A, or a random sentence
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• Input Representation
– Use 30,000 WordPiece vocabulary
– The final input is the sum of three embeddings

• Token Embeddings
• Segment Embeddings
• Position Embeddings
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• Transformer Encoder
– Multi-head self-attention

• Models context
– Feed-Forward Layers

• Computes non-linear hierarchical 
features

– LayerNorm and Residual 
Connection
• Makes training deep networks 

healthy

– Positional Embeddings
• Allows the model to learn relative 

positioning
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• BERT-base
• 12-layer, 768-hidden, 12-

head, 110M params
• BERT-large

• 24-layer, 1024-hidden, 16-
head, 340M params

Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



• Fine-tuning BERT on SQuAD Task

 88

Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

BERT-based MRC



run_squad.py

• Let’s see how this implemented in source code

• File: run_squad.py

• Function: create_model()

• Arguments
– bert_config (json): BERT config file

– is_training (bool): training mode option

– input_ids (tensor): input ids for token embeddings

– input_mask (tensor): input mask for indicating non-padding 
positions

– segment_ids (tensor): segment_id tensor

– use_one_hot_embeddings (bool)
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding



• Generate BERT representation
• Define a BERT model
• Generate sequence output (3D-tensor)
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

run_squad.py



• Simple Output Layer for Span Prediction
• Define a fully-connected (dense) layer
• Squeeze the vector to a scalar to get raw span output
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

run_squad.py



• Create Loss for Span
• Function: model_fn_builder()→ compute_loss()
• Compute regular cross-entropy loss for start and end 

positions
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Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

run_squad.py
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• Before experiments, let’s see what TPU is.
• https://cloud.google.com/tpu/

TPU

NVIDIA V100 TPU v2 TPU v3

ARCH NVIDIA Volta GPU Google Cloud TPU Google Cloud TPU

MEM 16GB / 32GB 64GB 128GB

FLOPS
Double: 7 TFLOPS

Single: 14 TFLOPS

DL: 112 TFLOPS

180 TFLOPS 420 TFLOPS

Google Cloud TPU. https://cloud.google.com/tpu/

https://cloud.google.com/tpu/
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• TPU v2 (64 GB HBM)
– 1 hardware: 4 chips

• 1 chip: 2 cores, each core: 8GB HBM

– 64 GB HBM = 4 chips * 2 cores * 8 GB

– Price (per hour): 4.5 USD or 1.35 USD (preemptible)

Google Cloud TPU. https://cloud.google.com/tpu/

TPU
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• TPU v3 (128 GB HBM)
– 1 hardware: 4 chips

• 1 chip: 2 cores, each core: 16GB HBM

– 128 GB HBM = 4 chips * 2 cores * 16 GB

– Price (per hour): 8.0 USD or 2.4 USD (preemptible)

Google Cloud TPU. https://cloud.google.com/tpu/

TPU
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• Pre-training Setups
• Data: Wikipedia + BookCorpus (33B words in total)

• Training: 256 batch * 512 max_token_length, 1M steps

• Warmup: 10K steps

• Time: 4 days

• Computing Device

• BERT-base: 4 Cloud TPUs in Pod config (16 chips)

• BERT-large: 16 Cloud TPUs (64 chips)

Experiments

Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding
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• Question: How much does it cost to train such a model?
• Take BERT-large as an example,

16 Cloud TPUs = 16 * 4.5 = 72 USD / hour

One-day cost = 72 * 24 = 1,728 USD

Four-days cost = 1,728 USD * 4 = 6,912 USD

6,912 USD ≈ 47,715 CNY
Actually, it costs way more,  
as you won’t be able to train 

a model only once!

Experiments
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• Results on SQuAD 1.1
• Substantially outperform all 

previous models, even 
ensemble models

• BERT-large yields another 
significant gain over BERT-
base

• With data augmentation with 
TriviaQA data, another 
moderate gain could be 
obtained

Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

Experiments
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• Results on SQuAD 2.0
• Not surprisingly, BERT-large 

also got the best performance 
over previous works

• After the release of BERT, 
almost all top-ranked system 
adopt BERT as a default 
manner.

• With the powerful BERT, we 
managed to be the first one that 
surpassed average human 
performance

Devlin et al., NAACL 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding

Experiments



Chinese MRC Datasets



Chinese MRC
• Cloze-Style (word / entity)

• PD & CFT (Cui et al., COLING 2016), WebQA (Li et al., 2016), 
CMRC 2017 (Cui et al., LREC 2018)

• Span-Extraction
• CMRC 2018 (Cui et al., 2018), DuReader (He et al., MRQA 

2018), DRCD (Shao et al., 2018)

• Multiple-Choice
• C3 (Sun et al., 2019)

• Sentence Cloze-Style
• CMRC 2019 (Cui et al., 2019)

• Note that, we only list the dataset that has public access with proper technical report or paper.
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• PD&CFT: People Daily and Children’s Fairy Tale
• First Chinese cloze-style RC datasets, which add diversity in 

the community

• Along with the traditional news datasets (People Daily), we 
also provide an out-of-domain dataset (Children’s Fairy Tale)

 102

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension

PD & CFT
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• Step 1: Select one sentence in the (truncated) 
document

1  |||  People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market continued to rise as the 
global stock market in the last day of 2013, ending with the highest record or near record of this year. 
2  |||  “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest increase since 1997. 
3  |||  Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996. 
4  ||| NASDAQ rose 38.3%.
5  ||| In terms of December 31, due to the prospects in employment and possible acceleration of economy next year, there is a 
rising confidence in consumers. 
6  ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, significantly higher than 72 in 
November.
7  ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.
8  ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.
9  ||| The so-called “silly money” strategy is that, to buy and hold the common combination of U.S. 
stock.
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the methods adopted by other 
professional investors.

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension

PD & CFT
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• Step 2: Choose one word in this sentence
– Only named entity and common noun is considered

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension

1  |||  People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market continued to rise as the 
global stock market in the last day of 2013, ending with the highest record or near record of this year. 
2  |||  “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest increase since 1997. 
3  |||  Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996. 
4  ||| NASDAQ rose 38.3%.
5  ||| In terms of December 31, due to the prospects in employment and possible acceleration of economy next year, there is a 
rising confidence in consumers. 
6  ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, significantly higher than 72 in 
November.
7  ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.
8  ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.
9  ||| The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. 
stock.
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the methods adopted by other 
professional investors.

PD & CFT
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• Step 3: Leave out that word, and the sentence will 
become the query

1  |||  People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market continued to rise as the 
global stock market in the last day of 2013, ending with the highest record or near record of this year. 
2  |||  “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest increase since 1997. 
3  |||  Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996. 
4  ||| NASDAQ rose 38.3%.
5  ||| In terms of December 31, due to the prospects in employment and possible acceleration of economy next year, there is a 
rising confidence in consumers. 
6  ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, significantly higher than 72 in 
November.
7  ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.
8  ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.
9  ||| The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. 
stock.
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the methods adopted by other 
professional investors.

The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. stock.

Document

Query

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension

PD & CFT



 106

• Step 4: The removed word becomes the answer

1  |||  People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market continued to rise as the 
global stock market in the last day of 2013, ending with the highest record or near record of this year. 
2  |||  “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest increase since 1997. 
3  |||  Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996. 
4  ||| NASDAQ rose 38.3%.
5  ||| In terms of December 31, due to the prospects in employment and possible acceleration of economy next year, there is a 
rising confidence in consumers. 
6  ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, significantly higher than 72 in 
November.
7  ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.
8  ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.
9  ||| The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. 
stock.
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the methods adopted by other 
professional investors.

The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. stock.

Document

Query

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension

strategy Answer

PD & CFT
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• Comparison of cloze-style RC datasets

Dataset Language Genre Blank Type Doc Query

CNN/DM English News NE News Article Summary w/ 
a blank

CBT English Story NE,CN,V,P
20 

consecutive 
sentences

21th 
sentence w/ 

a blank

PD&CFT Chinese News, story NE,CN Doc w/ a 
blank

the sentence 
that blank 
belongs to

Cui et al., COLING 2016. Consensus Attention-based Neural Networks for Chinese Reading Comprehension

PD & CFT



WebQA
• WebQA: Large-scale real-world factoid QA dataset

– WebQA is significantly larger (42K questions) than previous 
datasets

– All questions are asked (natural annotation) by real-world 
users in daily life

– http://paddlepaddle.bj.bcebos.com/dataset/webqa/
WebQA.v1.0.zip
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http://paddlepaddle.bj.bcebos.com/dataset/webqa/WebQA.v1.0.zip
http://paddlepaddle.bj.bcebos.com/dataset/webqa/WebQA.v1.0.zip


• CMRC 2017: The First Evaluation Workshop on 
Chinese Machine Reading Comprehension
• A cloze-style reading comprehension dataset

• Data #: ~364k questions

• Domain: Children’s book

• https://github.com/ymcui/cmrc2017 
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CMRC 2017

https://github.com/ymcui/cmrc2017


DuReader
• DuReader: A Chinese Machine Reading 

Comprehension Dataset from Real-world Applications
• Open-domain MRC datasets

• Data #: ~200k questions

• Domain: Articles from Baidu Search and Zhidao

• https://github.com/baidu/DuReader 
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https://github.com/baidu/DuReader


• Example

 111

He et al., MRQA 2018. DuReader: A Chinese Machine Reading Comprehension Dataset from Real-world Applications

DuReader



CMRC 2018
• CMRC 2018: The Second Evaluation Workshop on 

Chinese Machine Reading Comprehension
• SQuAD-like dataset in Simplified Chinese

• Data #: ~18K question 

• Domain: Wikipedia

• https://github.com/ymcui/cmrc2018 
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https://github.com/ymcui/cmrc2018


• Example (Normal)
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[
    {
        "title": "傻钱策略"
        "context_id": "TRIAL_0"
        "context_text": "⼯商协进会报告，12⽉消费者信⼼上升到78.1，明显⾼于11⽉的72。另据《华尔街⽇报》报道，2013年是1995
年以来美国股市表现最好的⼀年。这⼀年⾥，投资美国股市的明智做法是追着“傻钱”跑。所谓的“傻钱”策略，其实就是买⼊并持有美国股票这样的
普通组合。这个策略要⽐对冲基⾦和其它专业投资者使⽤的更为复杂的投资⽅法效果好得多。"
        "qas":[
                {
                "query_id": "TRIAL_0_QUERY_0",
                "query_text": "什么是傻钱策略？",
                "answers": [
                     "所谓的“傻钱”策略，其实就是买⼊并持有美国股票这样的普通组合",
                     "其实就是买⼊并持有美国股票这样的普通组合",
                     "买⼊并持有美国股票这样的普通组合"
                    ]
                },
                {
                "query_id": "TRIAL_0_QUERY_1",
                "query_text": "12⽉的消费者信⼼指数是多少？",
                "answers": [
                    "78.1",
                    "78.1",
                    "78.1"
                    ]
                }
            ]
    }
] Cui et al., arXiv pre-print. A Span-Extraction Dataset for Chinese Machine Reading Comprehension

CMRC 2018



• Example (Challenge)
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Cui et al., arXiv pre-print. A Span-Extraction Dataset for Chinese Machine Reading Comprehension

CMRC 2018



DRCD
• DRCD: A Span-Extraction MRC Dataset in Traditional 

Chinese
• SQuAD-like dataset in Traditional Chinese

• Data #: ~30k questions

• Domain: Wikipedia

• https://github.com/DRCSolutionService/DRCD 

 115

https://github.com/DRCSolutionService/DRCD


C3

• C3: Probing Prior Knowledge Needed in Challenging 
Chinese Machine Reading Comprehension
• MRC with multiple-choice questions

• Data #: ~24K questions

• Domain: HSK, MHK

• https://dataset.org/c3/ 
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https://dataset.org/c3/
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• Example
1928年，经徐志摩介绍，时任中国公学校 ⻓的胡适聘⽤了沈从⽂做讲师，主讲⼤学 ⼀年级的现代⽂学选修课。

当时，沈从⽂已经在⽂坛上崭露头⻆，在 社会上也⼩有名⽓，因此还未到上课时 间，教室⾥就坐满了学⽣。上课时间
到 了，沈从⽂⾛进教室，看⻅下⾯⿊压压 ⼀⽚，⼼⾥陡然⼀惊，脑⼦⾥变得⼀⽚空 ⽩，连准备了⽆数遍的第⼀句话都
堵在嗓 ⼦⾥说不出来了。 他呆呆地站在那⾥，⾯⾊尴尬⾄极，双⼿ 拧来拧去⽆处可放。上课前他⾃以为成⽵ 在胸，
所以就没带教案和教材。整整10 分 钟，教室⾥鸦雀⽆声，所有的学⽣都好奇 地等着这位新来的⽼师开⼝。沈从⽂深
吸 了⼀⼝⽓，慢慢平静了下来，原先准备好 的东⻄也重新在脑⼦⾥聚拢，然后他开始 讲课了。不过由于他依然很紧
张，原本预 计⼀⼩时的授课内容，竟然⽤了不到15 分 钟就讲完了。 接下来怎么办?他再次陷⼊了窘境。⽆奈 之下，
他只好拿起粉笔在⿊板上写道:我 第⼀次上课，⻅你们⼈多，怕了。

顿时，教室⾥爆发出了⼀阵善意的笑声， 随即⼀阵⿎励的掌声响起。得知这件事之 后，胡适对沈从⽂⼤加赞赏，认为
他⾮常 成功。 有了这次经历，在以后的课堂上，沈从⽂ 都会告诫⾃⼰不要紧张，渐渐地，他开始 在课堂上变得从容
起来。

Sun et al., arXiv pre-print. C^3: Probing Prior Knowledge Needed in Challenging Chinese Machine Reading Comprehension

C3



CMRC 2019
• CMRC 2019: The Third Evaluation Workshop on Chinese 

Machine Reading Comprehension
• Sentence Cloze-Style MRC Dataset

• Data #: ~18K 

• Features

• We propose Sentence Cloze-Style MRC (SCMRC) task to fill in 
the blank with proper candidate sentence

• The blank is composed by sentence, which forces the machine 
to learn longer contextual information

• Fake candidate sentence (very similar to the real one) is added, 
which is much more challenging for MRC

• https://github.com/ymcui/cmrc2019 
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https://github.com/ymcui/cmrc2019


• Example
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{
    "data": [
        {
            "context": "森林⾥有⼀棵⼤树，树上有⼀个⻦窝。[BLANK1]，还从来没有看到过⻦宝宝⻓什么样。 
            ⼩松⿏说：“我爬到树上去看过，⻦宝宝光溜溜的，身上⼀根⽻⽑也没有。” “我不相信，”⼩⽩兔说，“所有的⻦都是有⽻⽑的。” 
            “⻦宝宝没有⽻⽑。”⼩松⿏说，“你不信⾃⼰去看。” 
            ⼩⽩兔不会爬树，它没有办法去看。⼩⽩兔说：“我请蓝狐狸去看⼀看，我相信蓝狐狸的话。” ⼩松⿏说：“蓝狐狸跟你⼀样，也不会爬树。” 
            蓝狐狸说：“我有魔法树叶，我能变成⼀只狐狸⻦。” [BLANK2]，⼀下⼦⻜到了树顶上。 “蓝狐狸，你看到了吗？”⼩⽩兔在树下⼤声喊。 
            “我看到了，⻦窝⾥有四只⼩⻦，他们真是光溜溜的，⼀根⽻⽑也没有。”蓝狐狸说。 就在这时候，⻦妈妈和⻦爸爸回来了，
            [BLANK3]，⽴刻⼤喊⼤叫： “抓强盗啊！抓强盗啊！强盗闯进了我们家⾥，想偷我们的孩⼦！” 
            [BLANK4]，全都⻜了过来。他们扇着翅膀，朝蓝狐狸冲过来，⽤尖尖的嘴啄他，⽤⽖⼦抓他。 蓝狐狸扑扇翅膀，赶紧⻜。 
            ⻦⼉们排着队伍，紧紧追上来。[BLANK5]，它⻜得不⾼，也⻜得不快。 “救命啊，救命！”蓝狐狸说，“我不是强盗，我是蓝狐狸！” 
            ⼩⽩兔在草丛说：“你不是⻦，你⻜不过他们，你赶快变回狐狸吧！” 蓝狐狸急忙落到地上，变回了狐狸，躲进深深的草丛⾥。 
            ⻦⼉们找不到蓝狐狸，只得⻜⾛了。 蓝狐狸对⼩⽩兔说：“谢谢你。",
            "choices": [
                "蓝狐狸是第⼀次变成狐狸⻦",
                "森林⾥所有的⻦听到喊声",
                "他们看到⻦窝⾥蹲着⼀只蓝⾊的⼤⻦",
                "蓝狐狸真的变成了⼀只蓝⾊的⼤⻦",
                "⼩动物们只看到过⻦妈妈和⻦爸爸在⻦窝⾥⻜进⻜出",
                "⼩松⿏变成了⼀只蓝⾊的⼤⻦"
                ],
            "context_id": "SAMPLE_00002",
            "answers": [4,3,2,1,0]
        }
    ]
}

Fake candidate

CMRC 2019



Dataset Summary 

 120

Dataset Genre Query Type Answer Type Document # Query #

PD&CFT [1] News & Tale Cloze Word 28K 100K

WebQA [2] Web User log Entity - 42K

CMRC 2017 [3] Tale Cloze & Query Word - 364K

DuReader [4] Web User log Free form 1M 200K

CMRC 2018 [5] Wiki Query Span - 18K

DRCD繁体 [6] Wiki Query Span - 34K

C3 [7] Mixed Query Choice 14K 24K

CMRC 2019 [8] Story Cloze Sentence 1K 100K



Chinese Pre-Trained Models



Overview
• Chinese Pre-trained Models

• Chinese BERT (Google)

• ERNIE (Baidu)

• Chinese BERT-wwm (HFL)
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Chinese BERT
• As a part of BERT open-source program, Google 

released pre-trained Chinese BERT
• Data: Chinese Wikipedia dump

• Sample #: 24M sentences

• Model: BERT-base (12-layer, 768-hidden, 12-heads, 110M 
parameters)

• Framework: TensorFlow
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System Chinese

XNLI Baseline 67.0

BERT Multilingual Model 74.2

BERT Chinese-only Model 77.2



ERNIE
• ERNIE: Enhanced Representation through kNowledge 

IntEgration
• Released by Baidu on April 2019

• Data: Chinese Wikipedia, Baidu Baike/News/Tieba

• Sample #: 21M, 51M, 47M, 54M → 173M

• Model: BERT-base

• Framework: PaddlePaddle
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• Key Idea
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Sun et al., arXiv pre-print. ERNIE: Enhanced Representation through Knowledge Integration

ERNIE



• Basic-Level Masking
• 15% basic language units are masked.

• Phrase-Level Masking
• Consecutive words are masked. The phrase boundary is 

identified by lexical analysis and chunking tools.

• Entity-Level Masking
• Mask named entity, such as person names, locations, 

organizations, etc.
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Sun et al., arXiv pre-print. ERNIE: Enhanced Representation through Knowledge Integration

ERNIE



• Experimental Results
• Yields significant improvements over BERT on five Chinese 

datasets
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Data XNLI LCQMC
MSRA-

NER(SIGHAN 
2006)

ChnSentiCorp nlpcc-dbqa

Eval

acc acc f1-score acc mrr f1-score

dev test dev test dev test dev test dev test dev test

BERT 78.1 77.2 88.8 87.0 94.0 92.6 94.6 94.3 94.7 94.6 80.7 80.8

ERNIE 79.9 
(+1.8)

78.4 
(+1.2)

89.7 
(+0.9)

87.4 
(+0.4)

95.0 
(+1.0)

93.8 
(+1.2)

95.2 
(+0.6)

95.4 
(+1.1)

95.0 
(+0.3)

95.1 
(+0.5)

82.3 
(+1.6)

82.7 
(+1.9)

Sun et al., arXiv pre-print. ERNIE: Enhanced Representation through Knowledge Integration

ERNIE



Chinese BERT-wwm
• Background

• Google released new pre-trained BERT-large model on 
Github

• The modification was called “Whole Word Masking”

• BERT-large-wwm yields another significant improvement 
over BERT-large
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Model SQuAD 1.1 F1/EM Multi NLI Accuracy

BERT-Large, Uncased (Original) 91.0/84.3 86.05

BERT-Large, Uncased (Whole Word Masking) 92.8/86.7 87.07

BERT-Large, Cased (Original) 91.5/84.8 86.09

BERT-Large, Cased (Whole Word Masking) 92.9/86.7 86.46



• Whole Word Masking
• In the original pre-processing code, we randomly select 

WordPiece tokens to mask.

• In WWM, we always mask all of the tokens corresponding to 
a word at once. The overall masking rate remains the same.
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Example

Original Sentence the man jumped up , put his basket on phil ##am ##mon ' s head

Original Masked Input [MASK] man [MASK] up , put his [MASK] on phil [MASK] ##mon ' s head

BERT-wwm Input the man [MASK] up , put his basket on [MASK] [MASK] [MASK] ' s head

Chinese BERT-wwm



• Important Note on Whole Word Masking
• Terminology ‘Masking’ does not ONLY represent replacing 

a word into [MASK] token. It could also be in another form, 
such as ‘keep original word’ or ‘randomly replaced by 
another word’.
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Original Sentence: there is an apple tree nearby.

Tokenized Sentence: ["there", "is", "an", "ap", "##p", "##le", "tr", "##ee", "nearby", “."]

w/o wwm

there [MASK] an ap [MASK] ##le tr [RANDOM] nearby .

[MASK] [MASK] an ap ##p [MASK] tr ##ee nearby .

there is [MASK] ap ##p ##le [MASK] ##ee [MASK] .

there is [MASK] ap [MASK] ##le tr ##ee nearby [MASK] .

there is an! ap ##p ##le tr [MASK] nearby [MASK] .

there is an [MASK] ##p [MASK] tr ##ee nearby [MASK] .

w/ wwm
there is an [MASK] [MASK] [RANDOM] tr ##ee nearby .

there is! [MASK] ap ##p ##le tr ##ee nearby [MASK] .

there is [MASK] ap ##p ##le [MASK] [MASK] nearby .

there [MASK] [MASK] ap ##p ##le tr ##ee [RANDOM] .

there is an ap ##p ##le [MASK] [MASK] nearby [MASK] .

Chinese BERT-wwm



• Chinese BERT with Whole Word Masking
• For further accelerating Chinese natural language 

processing, we provide Chinese pre-trained BERT with 
Whole Word Masking.

• We also compare the state-of-the-art Chinese pre-trained 
models in depth, including BERT, ERNIE, BERT-wwm

• https://github.com/ymcui/Chinese-BERT-wwm 
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Chinese BERT-wwm

https://github.com/ymcui/Chinese-BERT-wwm


• Chinese BERT with Whole Word Masking
• BERT-wwm is similar to ERNIE but different in the following 

aspects.

• BERT-wwm is trained on Chinese Wikipedia ONLY.

• BERT-wwm does not exploit entity-masking or phrase-
masking

• Example
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Remember: [MASK] could 
also be ‘replace by another 

word’ or ‘keep original word’

Cui et al., arXiv pre-print. Pre-Training with Whole Word Masking for Chinese BERT

Chinese BERT-wwm



• Comparisons of BERT, ERNIE, BERT-wwm
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Cui et al., arXiv pre-print. Pre-Training with Whole Word Masking for Chinese BERT

Chinese BERT-wwm



• Experiments
• We tested BERT, ERNIE, BERT-wwm on various Chinese 

datasets covering a wide spectrum of text length (from 
sentence-level to document-level)
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† means the data was also tested in the original paper of BERT 
‡ means the data was also tested in the original paper of ERNIE
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• Experiments: MRC
• BERT-wwm yields significant improvements on CMRC 2018 

(Simplified Chinese) and DRCD (Traditional Chinese)

• ERNIE does not show competitive performance, especially 
on Traditional Chinese data
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• Experiments: MRC
• BERT-wwm only shows moderate improvements over BERT

• CJRC is composed of the text regarding Chinese laws, 
which is written in professional ways, which is not friendly to 
the models in general domains

• Further fine-tuning should be done on the dataset that is far 
different from pre-training data
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• Experiments: NER
• ERNIE has a good performance on NER data, especially for 

peak performance, while BERT-wwm shows better average 
performance on these data

• During training, we encountered training failure in ERNIE 
over half of ten independent runs, where the results are 
significantly lower than the average score (say lower than 
90). We eliminate these results to ensure fair comparisons
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• Experiments: NLI
• ERNIE shows the best performance on natural language 

inference task, compared to BERT and BERT-wwm.
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• Experiments: Sentiment Classification (binary)
• ERNIE achieves the best performance on ChnSentiCorp

• Both BERT-wwm and ERNIE show better performance on 
Weibo data

• As ERNIE was trained on additional web text, it is beneficial 
to use ERNIE to process the task in a similar domain 
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• Experiments: Sentence Pair Matching
• ERNIE shows better performance on LCQMC data

• While, when it comes to BQ Corpus, BERT-wwm generally 
outperform ERNIE and BERT, especially the averaged 
scores
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• Experiments: Document Classification
• BERT-wwm and BERT generally outperform ERNIE again 

on long sequence modeling tasks

 141

Cui et al., arXiv pre-print. Pre-Training with Whole Word Masking for Chinese BERT

Chinese BERT-wwm



• Useful Tips
• Initial learning rate is the most important hyper-parameters 

(regardless of BERT or other neural networks), and should 
ALWAYS be tuned for better performance.

• BERT and BERT-wwm share almost the same best initial 
learning rate, so it is straightforward to apply your initial 
learning rate in BERT to BERT-wwm. 

• However, we find that ERNIE does not share the same 
characteristics, so it is STRONGLY recommended to tune 
the learning rate.
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• Useful Tips
• As BERT and BERT-wwm were trained on Wikipedia data, 

they show relatively better performance on the formal text. 
While, ERNIE was trained on larger data, including web text, 
which will be useful on casual text, such as Weibo 
(microblogs).

• In long-sequence tasks, such as machine reading 
comprehension and document classification, we suggest 
using BERT or BERT-wwm.

• If the task data is extremely different from the pre-training 
data (Wikipedia for BERT/BERT-wwm), we suggest taking 
another pre-training steps on the task data, which was also 
suggested by Devlin et al. (2019).
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• Useful Tips
• When dealing with Traditional Chinese text, use BERT or 

BERT-wwm.
• As there are so many possibilities in the pre-training stage 

(such as initial learning rate, global training steps, warm-up 
steps, etc.), our implementation may not be optimal using 
the same pre-training data. Readers are advised to train 
their own model if seeking for another boost in performance. 
However, if it is unable to do pre-training, choose one of 
these pre-trained models which were trained on a similar 
domain to the down-stream task.
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Episode 1: Personal (Shallow) 
Advice for Beginners



Advice for Beginners
• Begin with pre-trained models, then dive into specific 

MRC task

• You have to admit that pre-trained models become new 
basic skills for NLP, just like word segmentation/parsing in 
‘traditional NLP’

• You may excuse for not using pre-trained models in your 
scientific paper, but the reviewer will always ask “why not try/
compare your method on BERT?” (at least from my 
experience)
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Advice for Beginners
• MRC is not ONLY about neural network models, there are 

many things to do

• Data: create much more challenging data for MRC

• Approach: design more sophisticated models

• Cross-task: apply MRC to other NLP tasks

• Multi-lingual: solve MRC other than English

• Evaluation: does machine really comprehend human 
language?

• …

• Open your mind, embrace new coming techniques 
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Episode 2: Useful Resources



Useful Resources
• 《机器阅读理解任务综述》

• 林鸿宇、韩先培（中科院软件所）
• http://www.cipsc.org.cn/qngw/?p=930 

• Must-read papers on Machine Reading Comprehension
• Yankai Li, Deming Ye, Haozhe Ji
• https://github.com/thunlp/RCPapers 

• Tracking Progress in Natural Language Processing
• Sebastian Ruder
• https://github.com/sebastianruder/NLP-progress 

 149

http://www.cipsc.org.cn/qngw/?p=930
https://github.com/thunlp/RCPapers
https://github.com/sebastianruder/NLP-progress


Useful Resources
• Neural Machine Reading Comprehension: Methods and 

Trends
• Shanshan Liu, Xin Zhang, Sheng Zhang, Hui 

Wang ,Weiming Zhang
• National University of Defense Technology (NUDT)
• https://arxiv.org/abs/1907.01118 

• Machine Reading Comprehension: a Literature Review
• Xin Zhang, An Yang, Sujian Li, Yizhong Wang
• Peking University (PKU)
• https://arxiv.org/abs/1907.01686
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• Domestic MRC Competitions
• The First Evaluation Workshop on Chinese Machine Reading 

Comprehension (CMRC 2017) 
• Host: CIPS-CL, Joint Laboratory of HIT and iFLYTEK Research 

(HFL), iFLYTEK Co. Ltd 
• Competition Type: Cloze-style RC, User Query RC

• http://cmrc2017.hfl-rc.com 
• The Second Evaluation Workshop on Chinese Machine Reading 

Comprehension (CMRC 2018) 
• Host: CIPS-CL, Joint Laboratory of HIT and iFLYTEK Research 

(HFL), iFLYTEK Co. Ltd 

• Competition Type: Span-Extraction RC
• http://cmrc2018.hfl-rc.com 

Useful Resources

http://cmrc2017.hfl-rc.com
http://cmrc2018.hfl-rc.com
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• Domestic MRC Competitions

• 2018 NLP Challenge on Machine Reading Comprehension 

• Host: CCF, CIPSC, Baidu Inc. 

• Competition Type: Open-Domain RC

• http://mrc2018.cipsc.org.cn 

• CIPS-SOGOU QA Competition 

• Host: CIPSC, SOGOU 

• Competition Type: Factoid QA, Non-Factoid QA

• http://task.www.sogou.com/cips-sogou_qa/ 

• 2019 NLP Language and Intelligence Challenge 

• Host: CCF, CIPSC, Baidu Inc. 

• Competition Type: Open-Domain RC

• http://lic2019.ccf.org.cn 

Useful Resources

http://mrc2018.cipsc.org.cn
http://task.www.sogou.com/cips-sogou_qa/
http://lic2019.ccf.org.cn
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• Domestic MRC Competitions

• The Third Evaluation Workshop on Chinese Machine 
Reading Comprehension (CMRC 2019) 

• Host: CIPS-CL, Joint Laboratory of HIT and iFLYTEK 
Research (HFL), iFLYTEK Co. Ltd 

• Competition Type: Sentence Cloze

• http://cmrc2019.hfl-rc.com  

• Chinese AI Law Competitions 2019

• Competition Type: Law-related MRC, etc.

• http://cail.cipsc.org.cn/ 

Useful Resources
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• Personal Repository (https://github.com/ymcui/)
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Name Description Genre Stars
Chinese-BERT-
wwm Pre-trained Chinese BERT with Whole Word Masking Data 650+

Chinese-Cloze-
RC

A Chinese Cloze-style RC Dataset: People Daily & Children's 
Fairy Tale (CFT) Data 111

Eval-on-NN-of-
RC

Empirical Evaluation on Current Neural Networks on Cloze-style 
Reading Comprehension Text 82

Chinese-RC-
Datasets Collections of Chinese reading comprehension datasets Data 24

LAMB_Optimizer
_TF LAMB Optimizer for larger batch Code 20

CMRC2018-
DRCD-BERT

BERT baselines for CMRC 2018 & DRCD (Chinese reading 
comprehension datasets) Code 18

cmrc2017 The First Evaluation Workshop on Chinese Machine Reading 
Comprehension (CMRC 2017) Data 70

cmrc2018 The Second Evaluation Workshop on Chinese Machine Reading 
Comprehension (CMRC 2018) Data 52

cmrc2019 The Third Evaluation Workshop on Chinese Machine Reading 
Comprehension (CMRC 2019) Data 47

Useful Resources
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