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PREFACE

» [his work was first made publicly available on June, 2016 @arXiv
» Crtations: |8 (based on Google Scholar)

* Propose a novel mechanism called “Attention-over-Attention”
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INTRODUCTION

 Recently, Reading Comprehension has become enormously
the community

* A main obstacle in the RC research

- NO MUCH DATA'!

DO

bular In

* [he related works are often started from providing the relevant

corpus, and then proposing some technical insights in solving them
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INTRODUCTION

James the Turtle was always getting in trouble.
Sometimes he'd reach into the freezer and empty out
: : all the food. Other times he'd sled on the deck and get
° Key p O | thS 18 RC a splinter. His aunt Jane tried as hard as she could to
keep him out of trouble. but he was sneaky and got
into lots of trouble behind her back.
One day. James thought he would go into town and
see what kind of trouble he could get into. He went to
® —) DOC u m e nt the grocery store anc.l pulled all the pudding off the
shelves and ate two jars. Then he walked to the fast
food restaurant and ordered 15 bags of fries. He did-
n't pay. and mstead headed home.
His aunt was waiting for him in his room. She told
Y Q U e r James that she loved him. but he would have to start
>/ acting like a well-behaved turtle.
After about a month. and after getting into lots of
trouble, James finally made up his mind to be a better
turtle.

° Caﬂ d | d ates 1) What 1s the name of the trouble making turtle?
A) Fries
B) Pudding
C) James

« Answer D) Jane

*Example Is chosen from the MCTest dataset (Richardson et al., 201 3)
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INTRODUCTION

» Specifically, in cloze-style RC

* Document: the same as the general RC
+ Query: a sentence with a blank

- Candidate (optional): several candidates to fill
g

* Answer: a single word that exactly match the
query (the answer word should appear In the

document)

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu 9/ 35

e —
Original Version

Context
The BBC producer allegedly struck by Jeremy
Clarkson will not press charges against the “Top
Gear” host, his lawyer said Friday. Clarkson, who
hosted one of the most-watched television shows
in the world, was dropped by the BBC Wednesday
after an internal investigation by the British broad-
caster found he had subjected producer Oisin Tymon
“to an unprovoked physical and verbal attack.” ...

Query
Producer X will not press charges against Jeremy
Clarkson, his lawyer says.

Answer
Oisin Tymon

*Example is chosen from the CNN dataset (Hermann et al, 2015)

AoA Reader - Introduction



INTRODUCTION

» CBIT dataset (Hill et al,, 2015)

Step2: Choose first

20 sentences as
Context

"Well, Miss Maxwell,
with those boys when they do come. Y
Cropper was opposed to our hiring you. Not, of course, that
personal objection to you, but he is set against female teachers, %
Cropper is set there is nothing on earth can change him. He says female
teachers can't keep order. He 's started in with a spite at you on general
principles, and the boys know it. They know he'll back them up in secret, no
matter what they do, just to prove his opinions. Cropper is sly and slippery, and
it is hard to corner him."

"Are the boys big 7" queried Esther anxiously.

"Yes. Thirteen and fourteen and big for their age. You can't whip 'em -- that is
the trouble. A man might, but they'd twist you around their fingers. You'll have
your hands full, I'm afraid. But maybe they'll behave all right after all."

Mr. Baxter privately had no hope that they would, but Esther hoped for the
best. She could not believe that Mr. Cropper would carry his prejudices into a
personal application. This conviction was strengthened when he overtook her
walking from school the next day and drove her home. He was a big, handsome
man with a very suave, polite manner. He asked interestedly about her school
and her work, hoped she was getting on
rascals of his own to send soon. Esther
Baxter had exaggerated matters a little.

Step3: Choose 2 st

sentence as Query

S:

g: She thought that Mr.

C: Baxter, Cropper, Esther, course, fingers, manner, objection, opinic
a:

1 Mr. Cropper was opposed to our hiring you .

2 Not , of course , that he had any personal objection to you , but he is set
against female teachers , and when a Cropper is set there is nothing on earth can
change him .

3 He says female teachers ca n't keep order .

4 He 's started in with a spite at you on general principles , and the boys know
it .

5 They know he
his opinions .
6 Cropper is sly and slippery , and it is hard to corner him .

7 °° Are the boys big ? '

8 queried Esther anxiously .

9 " Yes .

10 Thirteen and fourteen and big for their age .

11 You ca n't whip 'em -- that is the trouble .

12 A man might , but they 'd twist you around their fingers .

13 You 'll have your hands full , I 'm afraid .

'll behave all right after all .

Baxter privately had no hope that they would , but Esther hoped for the

'll back them up in secret , no matter what they do , just to prove

14 But maybe they
15 Mr.
best.
16 She could not believe that Mr. Cropper would carry his prejudices into a
personal application .
17 This conviction was strengthened when he overtook he
her home

next day and drove
18 He was a b .
19 He asked i Step3\/\/lth d BLANK
well , and sa
20 Esther felt relieved

Step4: Choose other
9 similar words from
Context as Candidate

suave , poli
and her work
his own to

had exaggerated matters a
, right, spite.

Baxter

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu

Step3: The word removed from Query
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RELATED WORKS

» Attentive Reader (Hermann et al,, NIPS2015)

» Attention Sum Reader (Kadlec et al.,, ACL2016)
» Consensus Attention Reader (Cui et al.,, COLING2016)

» (ated-attention Reader (Dhingra et al., ICLR2017)

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu |1/ 35 AoA Reader - Related Works



ATTENTIVE READER

» [Jeaching Machines to Read and Comprehend (Hermann et al,, 2015)

(44
o] \s@yi) =)

m(t) = tanh (W. ymyd(t) + Wumu),
S(t) o exp (wy,,m(t))
= YdS,

s{(1)y(1

E B i

o

o mm

N’
Mary went to England X visited England
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ATTENTION SUM READER

» Jext Understanding with the Attention Sum Reader Network (Kadlec et al., 2016)

Document Question
Input text = ... Obama% and  Putin ... said Obama in Prague ( XXXXX visited Prague
Embeddings =~ - e(Obama)é e(and) Ie(Putin) ..... e(said) e(Obama) e(in) e(Prague) e(XX)fXX) -e(vislited): e(P'rague)
Recurrent
neural
networks

Dot products C?)’ (3 é‘ CY)’ CY)' C?)’ é’

Softmax s; vy v oY v
..Q : (N I-I-I-IIII
overwords g| .. A R e
in the |  enaeeannsed

» ' . — ,
sentence \ \ ‘
N

Probability of P(Obamalq, d) = Z S; = ; + Sj+5

the answer
LEI (Obama,d)
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CONSENSUS ATTENTION READER

» Consensus Attention-based Neural Networks for Chinese Reading Comprehension (Cui et al., 2016)

“« » v *
Sum Attention P("Mary”|D,q) = Z S; = Sj + Sk
Layer i€I(“Mary”,D)

Individual
Attention Layer

bi-GRU Layer

Embedding
Layer

Mary sits  beside says he loves Mary he loves <BLANK>

Document Query

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu |4/ 35 AoA Reader - Related Works



GATED-ATTENTION READER

e (Ga

(CC

At

(document)

LCN

X visited prague m

(query)

lon Reader for lex

. Comprehension (Dhingra et al.,, 2017/)

P(Obamald, q)

e B

K Layers
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AOA READER

- Motivatea by
» AS Reader (Kadlec et al., ACL2016)

» CAS Reader (Cul et al,, COLING2016)

+ Some of the components In AoA Reader has been widely adopted in
the follow-up works (see the papers cited)

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu 16/ 35 AoA Reader - Model



AOA READER

P(“Mary’|D,Q) = Z 5; =5, + 5
iel(“Mary" D)

» Contextual Embedding

» Transform document and  sumen un |

. []—
query Into contextual Lol L
prodmer [ preaih
representations using GRU I 0.
e(x) =We -z, where € D,Q (1) . e[| comme
he(z) = GRU (e(x)) o Qg 0 ur
ha(z) = GRU (e(x)) 3)
E f;nybeidding ?‘: )ifU ér:gfev’l:dual ATT zzge-fver-AIT iz:g e,;IT T
il il el ()] (4)
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AOA READER

P(“Mary”|D,Q) = z 5; =5, + 5

» Pair-wise Matching Score

i€l (“Mary”,D)
- Calculate 'similarity’ sooament "
between each document I )
product” '0) o
word and query worad - o
M (i, ) = haoc(i)"  Pquery(4) (5)

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu 18/ 35 AoA Reader - Model



AOA READER

P(“Mary”|D,Q) = z 5; =5, + 5
iel(“Mary" D)

* |Individual Attentions

Mary

Column-wise
softmax

Sits

beside

» (Calculate attention With  pecument i

—
he
respect to each query - o ok,
Mary R \
worda LY | [HE [T -
: ey
Query lows R N
a(t) = softmaz(M(1,t), ..., M(|D|,)) (6) :
a=a(l),a(2),...,a(|Q])] (7)
Embedding bi-GRU Individual ATT ATT-over-ATT Sum ATT
Layer Layer Layer Layer Layer

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu 19/ 35 AoA Reader - Model



AOA READER

 Attention-over-Attention

* Dynamically assign
welghts to Individual
attentions

B(t) = softmax(M(t,1),...,M(t,|Q|)) (8)
=" A ©)
t=1

s=alf (10)

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu

Document

Query

Mary

Sits

beside E

him

Embedding
Layer
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bi-GRU

P("Mary”|D,Q) =

i€l(“Mary" D)

dot ——
Row-wi
fimax
Individual ATT
Layer

Si =Sj+Sk

AoA Reader - Model

[ ]«—
dot
O proguct
Ce—
Column-w
-1 Averag

ATT-over-ATT Sum ATT
Layer Layer



AOA READER

P(“Mary”|D,Q) = z 5; =5, + 5
iel("Mary",D)

 Final Predictions

* Apply sum-attention ——

I I

mechanism (Kadlec et al, |
© e 171 O S
2016) to get the final T o "
brobability of the answer e —t
e S
PwD,Q)= » s, weV (1)
i€l(w,D)
L=) logp() ,z€A (12 o Lyw oo A
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EXPERIMENTS

» Dataset
« CNIN(Hermann et al., 2015) and CBT-NE/CN (Hill et al.,, 2015)
* Parameters
» Embedding: uniform distribution [-0.05, 0.05] with |2-regularization, dropout 0. |
» Hidden Layer: bi-GRU
» Optimization: Adam(Ir=0.00 1), gradient clipping 5, batch 32

 Frameworlk: [ heano + Keras

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu 22/ 35 AoA Reader - Experiments



* Single model performance

EXPERIMENTAL RESULTS

CNN News  CBTest NE  CBTest CN

Valid Test Valid Test Valid Test
Deep LSTM Reader (Hermann et al., 2015) 55.0 57.0 - - - -
Attentive Reader (Hermann et al., 2015) 61.6 63.0 - - - -
Human (context+query) (Hill et al., 2015) - - - 81.6 - 81.6
MemNN (window + self-sup.) (Hill et al., 2015) 634 668 704 66.6 642 63.0
AS Reader (Kadlec et al., 2016) 686 695 738 686 688 634
CAS Reader (Cui et al., 2016) 68.2 700 742 692 68.2 657
Stanford AR (Chen et al., 2016) 724 724 - - - -
GA Reader (Dhingra et al., 2016) 73.0 738 749 690 69.0 639
[terative Attention (Sordoni et al., 2016) 726 733 752 686 72.1 69.2
EpiReader (Trischler et al., 2016) 734 740 753 697 715 674
AoA Reader 73.1 744 778 720 722 694

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu
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* Ensemble performance

* We use 4-model greedy ensemble approach

EXPERIMENTAL RESULTS

CNN News CBTestNE CBTest CN

Valid Test Valid Test Valid Test
MemNN (Ensemble) 66.2 694 - - - -
AS Reader (Ensemble) 739 754 745 706 71.1 68.9
GA Reader (Ensemble) 764 774 755 719 721 694
EpiReader (Ensemble) - - 766 71.8 736 706
Iterative Attention (Ensemble) 745 75.7 769 720 741 710
Ao0A Reader (Ensemble) - - 789 745 747 0.8

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu
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ANALYSIS

Accuracy v.s. Length of Document

0.90 -

0.85-:

« AOA Reader shows consistent

1
\
0.80 \

improvements over AS Reader

Accuracy

on different length of document | o.

| 0.70- —-
[he iImprovements become ; - 2 acAReader
065 ns i |i=e=- ASHeader |
\arger Wheﬂ the \ength Of 100 200 300 400 500 600 700 800
| Length of Document
document Increases s DEseVEEEEENEEN 30 262 6
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ANALYSIS

» Accuracy v.s. Frequency of answer

* Most of the answers are the
top frequent word among

Accuracy

candidates

* lend to choose erther high or

low frequency worc

\
\
\\
.......
N ’I : )
N T AoA Reader
----- AS Reader
S— S— S S S e ey ey
1 2 3 4 5 6 7 8 9 10
Rank of the answer
B 588 354 264 127 59 28 8 1 ]

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu 26/ 35
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CONCLUSIONS

* Propose a novel mechanism called “Attention-over-Attention to dynamically calculate

welghts between individual attentions
 Adopting both doc-to-query and query-to-doc attentions for final predictions
* Experimental results show significant improvements over various systems
* Future Works
* Investigate more complex attention mechanism

 Look Into the problems that need comprehensive reasoning over several sentences

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu 27/ 35 AoA Reader - Conclusions



INTERACTIVE AOA READER

Joint Laboratory of HIT and IFLYTEK Research

6 r-net (single model) 72.338 80.717
* As a step further of our work, we MicosotResearch Asi
. . 7 Dynamic Coattention Networks (ensemble) 71.625 80.383
upsrade our model as ‘interactive’  Solesforce Research.
g 7 E Ipi‘g/é)iy"iF'QEll | M o d e7I1 898 79.989
QNUS | |
@ S h OWS gO O C p e r'FO I"m a n C e O n Aprn Interactive AoA Reader (single model) 71.153 79.937
czm

jNet (single model) 70.607 79.821
S_ta n fO rd S Q u A D RC Ta‘S ‘< Mar 2017 USTC & National Research Council Canada & York

University
https:/arxiv.org/abs/1703.04617

. . ' 9 Ruminate Reader (single model) 70.639 79.456
» No.2 In single model ranking New Yok Universty
10 ReasoNet (single model) 70.555 79.364
MSR Redmond
10 Document Reader (single model) 70.733 79.353
Facebook Al Research
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CCL-CMRC2017

» [he |st bBvaluation Workshop on

Chinese Machine Reading

~ F et
' - Il n |
Comprehension (CMRC2017) e
\\ 73 N\ :
CCLIRSEIE & 11
- Hosted by CIPS, organized by Joint i -
o[z
_aboratory of HIT and IFLYTEK (HFL)  msa 201744 B5H ~ 20174 A17R
IETUR T2 2017E4818H ~ 201748 25H
- RmllEGENFLRSE 2017E5H3H
» Co-located with CCL2017(2017.10.13 = "
RAGRERERE 20174E5H3H ~ 2017E7H31H
~ 2017/.10.] 5, N&ﬂjiﬂg) RRRAMITFFRE 201747810 ~ 20174%7831H
RRZASHIEMHE 20174E8H1H ~ 2017%8H3H
C RE RS A 20178 H18H
. |
Welcome to JOIR LIS ZFCMRC2017AS 20174108131
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MORE INFORMATION

* Paper download (through arXiv)

» https://arxiv.org/abs/160/.04423

General training tips & Leaderboard of Cloze-style RC (updates irregularly)

» https://github.com/ymcui/Eval-on-NN-of-RC

Personal Website (slides and new paper will be uploaded soon)

* http://ymculgithub.io

Y. Cui, Z. Chen, 5.Wel, S.Wang, T. Liu, G. Hu 30/ 35 AoA Reader - Episode
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