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CHINESE MACHINE READING
COMPREHENSION



INTRODUCTION MARE (R .o

* [0 comprenhend human language Is essential in A.l.

 Machine Reading Comprehension has been a trending topic in NLP research

5 WM

Cognitive
Intelligence

Perceptual
ntelligence

Computing
Intelligence
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INTRODUCTION HAME

* Machine Reading Comprehension (MRC)

e Read and comprehend passage(s) and answer relevant questions

 Type of MRC Datasets
e (Cloze-style: CNN/DailyMail (Hermann et al., 2015), CBT (Hill et al., 2015), PD&CFT (Cui et al., 2016)

o Span-extraction: SQUAD (Rajpurkar et al., 2016), CMRC 2018 (Cui et al., 2019)

e Multi-choice: MCTest (Richardson et al., 2013), RACE (Lai et al., 2017), C3 (Sun et al., 2020)
e Conversational: CoQA (Reddy et al., 2018), QUAC (Choi et al., 2018)
o Multi-hop: HotpotQA (Yang et al., 2018)

e Multi-modal: VCR (Zellers et al., 2019)
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CHINESE MRC

e Qur efforts in Chinese MRC

* Cloze-style MRC

o P

D&CFT (Cui et al., COLING 2016), CM

e Span-Extraction MRC

e CMRC 2018 (Cui et al., EMNLP 2019)

e Sentence-cloze MRC

e CMRC 2019 (Cui et al., COLING 2020)

MRQA 2021 Invited Talk - Yiming Cui

RC 2017 (Cui et al., LREC 2018)
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PD&CFT / CMRC 2017 R B

 Two cloze-style Chinese MRC datasets

e PD&CFT: First Chinese cloze-style MRC dataset

 \We also created a new dataset for the first evaluation workshop on Chinese MRC (CMRC 2017)

1 ||| People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market continued to rise

as the global stock market in the last day of 2013, ending with the highest record or near record of this year.

2 |l “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest increase since

1997.

3 Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996.

4 ||| NASDAQ rose 38.3%. Passage

5 ||| In terms of December 31, due to the prospects in employment and possible acceleration of economy next year,
there is a rising confidence in consumers.

6 ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, significantly higher
than 72 in November.

7 ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.

8 ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.

9 ||| The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. stock.
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the methods
adopted by other professional investors.

The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. stock.

strategy

[Cui et al., COLING 2016] Consensus Attention-based Neural Networks for Chinese Reading Comprehension
[Cui et al., LREC 2018] Dataset for the First Evaluation on Chinese Machine Reading Comprehension
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CMRC 2018

A Span-Extraction Dataset for Chinese MRC

o Similar to SQUAD, CMRC 2018 is a span-extraction Chinese M

4
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RC dataset (~18K questions)

* \We also propose a challenging set that iIs composed of hard questions, which need comprehensive
reasoning over multiple sentences

[Passage]

(L) 2N E/RENERERRENSO N ERNEZ
—, WGRT (RB/REBEEELR) - P THEEREZTREEZ, H
BB EFAKE, P KRN ZRFRETE, GEERN D
S, NFELRAERN M ERBERT - TRED ok WHE
IREEEKE), fR/RBETERD CENNESR, INARS KRR
BEERRRBER, FTUARNERY SEWHEM, FrmifES
JEAE, WRRKBFUGERIP RIS, BIETEREGAN, 28— A
2. BT RKKNERNFER, BREHRERILZS EEMAN, HAIL
AERXFHIARRT KKSGHRERN )L, HARP KKHIRIR
RN, WwHRPEERFIRMIL, AR HEM -

[Passage]

”The Adventure of the Yellow Face”, one of the 56 short Sherlock Holmes
stories written by Sir Arthur Conan Doyle, is the third tale from The Mem-
oirs of Sherlock Holmes. Mr. Munro has always been loved by his wife,
but since the new neighbors recently joined, Mrs. Munro has become very
strange. She used to go out in the early hours of the morning and se-
cretly went to her neighbors when her husband was not at home. ... Mrs.
Munro went to the neighbor’s house again, and Holmes accompanied Mr.
Munro to rush in, only to find that the neighbor’s family was the daughter
of Mrs. Munro and her ex-husband, because Mrs. Munro’s ex-husband
was black, and she was afraid of Mr. Munro hate the mixed-race, so
she did not dare to tell the truth.

[Question]

#1% KK A A AR EFAK G BRIRAE?

[Answer 1]

MEEFPIAZRT KKXERIRERNRZIL, HRART KKIEIRZ
BN, feRP e EAR) L

[Answer 2]

PERXFIAZRT KKSHRENZIL, EARDT KKHIEIRE
HEA, WHED EERFRMIL, BrDAEULHEAM -

[Answer 3]

PERXFIAZRT KRKSHRERNZIL, EARS KKHIEIRE
BN, teERS SEAERFIRMIL, B DASEOR HEAE -

[Question]

Why Mrs. Munro became strange after the new neighbors moved in?
[Answer 1]

because Mrs. Munro’s ex-husband was black, and she was afraid of Mr.
Munro hate the mixed-race

[Answer 2]

because Mrs. Munro’s ex-husband was black, and she was afraid of Mr.
Munro hate the mixed-race

[Answer 3]

because Mrs. Munro’s ex-husband was black, and she was afraid of Mr.
Munro hate the mixed-race, so she did not dare to tell the truth.

MRQA 2021 Invited Talk - Yiming Cui

12.30%

51.40%

12.80%

m where mwho =how =what mwhen mwhy mother

[Cui et al., EMNLP 2019] A Span-Extraction Dataset for Chinese Machine Reading Comprehension
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CMRC 2018  RETR

e | atest Submissions

RT

 Most recent submissions are based on powerful pre-trained language models, such as MacB
 Jop systems are about to reach the human performance on the normal test set

* However, there is still a large gap (~30%) to human on the challenge set

Rank Model Test Challenge
EM F1 EM F1
Human Performance 92.400 97.914 90.382 95.248

Joint Laboratory of HIT and iFLYTEK Research
[Cui et al., EMNLP 2019]

1 MacBERT-large-extData-v2 (single model) 80.409 93.768 36.706 66.905
AlSpeech

2 MacBERT-large-extData (single model) 77998 92882 38.492 67.109

A Span-Extraction Dataset for Chinese Machine Reading Comprehension AlSpeech
3 RoBERTa-wwm-ext-large-extData (single 76.997 92171 32.540 63.597

model)

AlSpeech

4 MacBERT-large (single model) 74786  90.693 31.923 60.177
Joint Laboratory of HIT and iFLYTEK Research
[Cui et al., Findings of EMNLP 2020]

R R REEEEEEEEEEEEEEEBmmm—m—
[Cui et al., EMNLP 2019] A Span-Extraction Dataset for Chinese Machine Reading Comprehension

MRQA 2021 Invited Talk - Yiming Cui 10/ 46 Chinese MRC




CMRC 2019 R OTR

HIT-SCIR

e A Sentence Cloze Dataset for Chinese MRC (passagel

A long time ago, there was a queen. [BLANKI1] Soon after the child was
born, the Queen died. [BLANKZ2] The stepmother didn’t like her very much.

O We prOpose Seﬂtence C|Oze task fOr M qc She made Snow White do the housework all day and all night. A wizard had

given this Queen a glass. The glass could speak. It was on the wall in the
Queen’s room. Every day the Queen looked in the glass to see how beautiful

e A natural extension to C|OZ€-Sty|e machine reading she was. As she looked in the glass, she asked: Tell me, glass upon the

. wall, who is most beautiful of all?” And the glass said: “The Queen is most

com p reh ension beautiful of all.”. Years went by. Snow-white grew up and became a little girl.
Every day the Queen looked in the glass and said, ”Tell me, glass upon the

wall, [BLANK3]” And the glass said, ”Snow-white is most beautiful of all.”.

o nstead Of f||||ng a Word or an entrty in 'the b| an k, W&  When the Queen heard this, [BLANKA4]. She said, ”Snow-white is not more

beautiful than I am. There is no one who is more beautiful than I am.”. So she

feq U | e the maCh | Ne 'tO fl ” iﬂ the Seﬂteﬂce called a hunter and said, ”’Take Snow-white into the forest and kill her.”. The

hunter took Snow-white to the forest, but he did not kill her, because she was
so beautiful and so lovely. He put Snow White in the forest and went away.

e TJest the ability of sentence-level inference in MRC [Candidates]

: The king married another queen
: She had a pretty daughter named Snow White
: The king was also passed away

: who is most beautiful of all? \

: she was very happy —
: she was very angry

e Release a challenging Chinese dataset CMRC 2019,
which consists of 100K blanks

nh B W N =0

o State-of-the-art PLMs still lag behind human

[Answers]

[Cui et al., COLING 2020] A Sentence Cloze Dataset for Chinese Machine Reading Comprehension
MRQA 2021 Invited Talk - Yiming Cui 11/ 46 Chinese MRC




CMRC 2019 R OTR

e Results

e Human: ~95% on QAC (Question-level accuracy) and 75~81% on PAC (Passage-level)

 PLM-based baseline systems achieve high scores on QAC but not on PAC

* Jop submissions adopt data augmentation, ensemble, etc. PAC is still far from human.

Dev Test

System QAC PAC QAC PAC System Dev Test
Human Performance 95.9 810 953 750 QAC  PAC  QAC PAC
Random Selection 7.6 0.0 7.5 0.0 Human Performance 95.9 81.0 953 75.0
Baseline Systems RandOm SeleCtlon 7.6 0.0 7.5 0.0
BERT 712 100 710 8.8 .

BERT-multilingual 668 667 660 50 Top Submissions from CMRC 2019

BERT-wwm 724 93 714 76 bert_scp_spm 909 600 908 57.6
BERT-wwm-ext 750 127 737 92 mojito’ 882 480 86.0 41.8
RoBERTa-wwm-ext 759 11.0 758 124 DA-BERT? 6.3 34.3 4.4 276
RoBERTa-wwm-ext-large 826 233 817 23.0

[Cui et al., COLING 2020] A Sentence Cloze Dataset for Chinese Machine Reading Comprehension
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CHINESE PLMSs

e Chinese PLM Series

Pre-trained language models (

To accelerate the Chinese NLP research, we create and open-source a series of Chinese

—C

SER

, XLNet,

* |ncluding R0

With these

SER

a, El

PLMs, there is a significant boost in M

RA, Mac

SER

P Ms) have become a new

. etc.

RC performances

KA E

iIFLY TEK

CMRC 2018 DRCD
Dev Test Challenge Dev Test
EM F1 EM F1 EM F1 EM F1 EM F1
BERT 65.5 644y 84.5 s40) T70.0 687y 87.0 863 18.6 1700 43.3 @13 | 83.1 8279 89.9 896 82.2 81.6) 89.2 (88.)
BERT-wwm 66.3 6500 85.6 g4y  T70.5 9.1y 87.4 67 21.0 93  47.0 @39 | 84.3 834  90.5 902 82.8 1.8  89.7 89.0)
BERT-wwm-ext 67.1 6s6) 85.7 8500 T71.4 (000 87.7 8700 24.0 2000 47.3 @aa6) | 85.0 845  91.2 909 83.6 ¢3.00 90.4 899
RoBERTa-wwm-ext 67.4 665 87.2 865  72.6 71149 894 88  26.2 246) 51.0 @9y | 86.6 8599 925 9229 85.6 8520 92.0 917
ELECTRA-base 68.4 6800 84.8 46y 73.1 72  87.1 869 22.6 c1.7ny  45.0 @38 | 87.5 ®700 925 923) 86.9 866) 91.8 917
MacBERT-base 68.5 673y 87.9 ¢y 732 1249 895 892 30.2 264 54.0 522) | 89.4 892 943 941y 895 887  93.8 (935
ELECTRA-large 69.1 682) 85.2 ®a5) 739 28 87.1 8es) 23.0 216) 44.2 432) | 88.8 887) 93.3 9320 88.8 832  93.6 (932
RoBERTa-wwm-ext-large  68.5 676) 88.4 8790 74.2 1249  90.6 900  31.5 oy 60.1 575 | 89.6 89.1) 94.8 944y 89.6 889  94.5 (941
MacBERT-large 70.7 686) 88.9 882) 74.8 1320 90.7 9.y 319 2969 60.2 5760 | 91.2 908 95.6 953 91.7 9.9 95.6 (953

A Results on CMRC 2018 (Simplified Chinese) and DRCD (Traditional Chinese)

MRQA 2021 Invited Talk - Yiming Cui
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[Cui et al., IEEE/ACM TASLP] Pre-training with Whole Word Masking for Chinese BERT

[Cui et al., Findings of EMINLP 2020] Revisiting Pre-trained Models for Chinese Natural Language Processing
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BACKGROUND HAME

* Problem 1: Most of the MRC research is mainly for the English dataset

* [ anguages other than English are not well-addressed due to the lack of data

TriviaQA
NaturalQuestions HotpotQA
. | . c3
NarrativeQA CNN / DailyMail WebOA
MultiRC souap  CLOTH PD&CFT  CMRC 2018
DuoRC ARC DRCD CIRC
MCTest QUAC RACE DuReader
DROP CMRC 2019 CMRC 2017
MS MARCO .-  DREAM ChID
SCT
NewsQA CoQA
SearchQA
RecipeQA
A English MRC Datasets A Chinese MRC Datasets

MRQA 2021 Invited Talk - Yiming Cui 15/ 46 Multilingual & Cross-lingual MRC



KAE

IFLYTEK

BACKGROUND

 Problem 2: Existing Chinese MRC datasets are relatively small

— ——
SQUAD DRCD CMRC 2018
(English) > (Trad. Chinese) > (Simp. Chinese)

10K

87K 26K

* Problem 3: Annotating training data is time-consuming and expensive

W o X

High quality but... Time-consuming Expensive

MRQA 2021 Invited Talk - Yiming Cui 16/ 46 Multilingual & Cross-lingual MRC




MULTILINGUAL MRC

e Question

e Can we use |

e Solutions

Dual BERT (Cui et al., EMNLP 2019)

MAAE (R

iFLY TEK QL HIT-SCIR

English data to help improve MRC performance in other languages?

e Simultaneously model <Passage, Question> in both source and target language.

* Promising results on two pub
oerformances, indicating the

ic C
note

ninese M

RC datasets and set new state-of-the-art

ntials in CLMRC research

WEAM (Word-Exchange Aligning Model) (Yang et al., MRQA 2021)

e Use statistical alignment matrix to help word aligning in multilingual PLMs

e Achieves better performance than TLM on MLQA and XNLI

MRQA 2021 Invited Talk - Yiming Cui

[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension
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DUAL BERT

e Overview of Dual BERT

Extracted Source Span

Step?2: Source
representation

generation

'\ IFLYTEK

RIAHE

Step4: Fusion

and output

[CLS] Qs
0,

Source Input

qu [SEP] esl

TRG—SRC
GNMT

Step1: Create bilingual inputs

Step3: Target
: representation
generation
[CLS] Q. Q. [SEP] P, P [SEP]|
\ ] AN v J :
0, P, 1
Target Input :

[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension

MRQA 2021 Invited Talk - Yiming Cui

18/ 46

Multilingual & Cross-lingual MRC




DUAL BERT
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o Step 1: Creating bilingual corpus

 Use Google Neural Machine Translation (GNMT) to translate <P, Q, A> to the source language

 Recover translated answer Atrans 10 an EXACT passage span as the answer in the source language

 Choose an arbitrary passage span that has the highest F1-score to Atrans

Cloud Translation API

Google

>X~A

Integrates text translation into your website or application.

MT02 MT03 MT04 MTOS MT06 MTO08 Average

AST feqture (Chenget al,, 2018) 46.10 44.07 45.61 44.06 4444 3494 43.20
GNMT (March 25, 2019) 46.26 4340 4417 4414 4386 37.61 43.24

A GNMT performance on NIST MT 02~08 datasets

e Step 2 & 3: Modeling passage and question in both source/target spaces

 \We use multilingual B

MRQA 2021 Invited Talk - Yiming Cui

:%

for modeling input passage and question

[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension
19/ 46 Multilingual & Cross-lingual MRC
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e Step 4: Fusion and output

 \We use Self-Adaptive Attention (SAA) to create a fused representation

A7 = softmax(Br - B}) Arg = Ap - Apg - Ag ', Apg € RET*Ls

Ag = softmax(Bg - Bg) R’ = softmax(Ars) - Bg

 An additional dense layer with residual connection
R=W,R +b,, W, cRW™
Hp = concat|Br,LayerNorm(Br + R)]

* QOutput start/end probabilities and training

Loss for target prediction 1

L=Lr+ )\[’afu,m
Dynamically determined by the T Loss for source prediction
similarity between source and ~ o~
target span representation A = max{0, cos < Hg, Hy >}

[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension
MRQA 2021 Invited Talk - Yiming Cui 20/ 46 Multilingual & Cross-lingual MRC



DUAL BERT

e Results

e Back-Iranslation Approaches

e SimpleMatch — Aligner — Verifier:
The more information we use, the
better performance we get

e Without SQUAD Weights

* Modeling input in bilingual space
could substantially improve
performance

o With SQUAD Weights

* Mixed Training > Cascade Training

 Dual BERT outperforms all baselines

MRQA 2021 Invited Talk - Yiming Cui
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CMRC 2018 DRCD
# System Dev Test Challenge Dev Test
EM F1 EM F1 EM F1 EM F1 EM F1
Human Performance 91.1 973 924 979 904 952 - - 80.4 93.3
P-Reader (single model)’ 599 815 652 844 151 39.6 - - - -
Z-Reader (single model)’ 79.8 9277 742 88.1 139 374 - - - -
MCA-Reader (ensemble)’ 66.7 855 712 88.1 155 37.1 - - - -
RCEN (ensemble)’ 763 914 687 858 153 345 | - - - -
r-net (single model)’ - - - - - - - - 20.1 444
DA (Yang et al., 2019) 492 654 - - - - 554 67.7 - -
1 GNMT+BERTsg_35.,* 159 403 208 454 42 202 | 28.1 50.0 266 489
2 GNMT+BERTsq_ 1., * 16.8 421 217 473 52 220 | 289 520 28.7 52.1
3 GNMT+BERTso- 1., +SimpleMatch® 26.7 569 313 61.6 9.1 355 | 369 60.6 370 612
4 GNMT+BERTsqg-1.,,+Aligner 46.1 664 498 693 165 409 | 60.1 70.5 595 70.7
5 GNMT+BERTsg- 1., +Verifier 6477 847 689 868 20.0 456 | 835 90.1 82.6 89.6
6 BERTg_, 63.6 839 678 860 184 421 | 834 90.1 819 89.0
7 BERTp,_, 64.1 844 686 86.8 186 438 | 832 899 824 895
8 Dual BERT 65.8 863 704 88.1 238 479 | 845 90.8 837 903
9 BERTsq-B,.,,* 56.5 775 597 799 186 414 | 667 810 654 80.1
10 BERTsq-B,, ,, + Cascade Training 66.6 873 71.8 894 256 523 | 852 914 844 9038
11 BERTpg,, + Mixed Training 66.8 875 726 898 2677 534 | 853 916 847 912
12 Dual BERT (w/ SQuAD) 68.0 881 736 902 278 552 | 8.0 921 854 916

[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension
21/ 46 Multilingual & Cross-lingual MRC
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e Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer

* [he pre-training tasks of the multiingual LMs can be divided into two groups
* Training on monolingual data from muiltiple languages, like Multilingual Masked LM (MMLM})

 Or on bilingual parallel data, like Translation Language Model (TLLM)
* \We propose the Word-Exchange Aligning Model (WEAM) to incorporate word alignment info

e WEAM consists of a multiingual and a cross-lingual prediction task, trained on parallel corpora.

* The multilingual prediction task predicts the original masked word in a standard way, while the cross-
lingual task predicts the corresponding word from the representations in the other language.

e WEAM uses statistical alignment information as prior knowledge to guide the cross-lingual prediction.

[Yang et al., MRQA 2021] Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer
MRQA 2021 Invited Talk - Yiming Cui 22/ 46 Multilingual & Cross-lingual MRC



WEAM  RETR

 Overview of Word-Exchange Aligning Model (WEAM)

Bilingual Parallel Sentences Word Alignment Matrix
[CLS] | s it |raining|today | ? |[SEP] | 4% @ F@m @ 1B ? | [PAD] | [SEP] Is it raining ' today = ?
il - |
T 1
[CLS] [[MASK]| it |[MASK]| today | ? | [SEP] [MASK] Fm @18 ? | [PAD]  [SEP]
13
Multilingual Pre-trained Language Model
? 1
Ry | R | R3 | Ry | Rs | R | Rt | R | Ry Ry Ru Rz R
[PAD]
wOrdL‘xchange Switch source/target representation
{} via alignment matrix

Ry Ry R Ry Rg R Ry Rs Ry | Rio Ru | Ri2 | Ris

Multilingual Prediction Cross-lingual Prediction
\/ \}
Ry R4 Ry R Ry R
labeliang == representationiang ‘o l ' l l labeliang # representationiang
Is raining || £X Is raining || X

[Yang et al., MRQA 2021] Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer
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WEAM =LA ] —

e Experiments

* Pre-training: train from mBERT with Europarl| en-es (1.8M), en-de (1.9M), and en-zh (5.1M) data

e Results

* Training with bilingual data improves zero-shot performance on es/de/zh

* |ncorporating alignment information could give further improvements to LM

Model en es de zh AVG(all) AVG(zero-shot) Model en es de zh AVG(all) AVG(zero-shot)
Translate-Train Translate-Train
mBERT 82.1 77.8 759 7577 717.9 76.5 mBERT 77.7 53.9 62.0 614 63.8 60.3
Zero-Shot mBERT (ours) 80.3 67.1 63.5 63.6 68.6 65.7
mBERT 82.1 74.3 71.1 69.3 74.2 71.6 Zero-Shot
Word-aligned BERT 80.1 75.5 73.1 - - mBERT 77.7 643 579 575 644 61.0
mBERT+TLM 82.0 75.0 73.5 73.1 759 73.9 mBERT+TLM  80.0 65.7 63.1 62.0 67.7 64.6
mBERT+WEAM  82.6 76.4 745 744 77.0 75.1 mBERT+WEAM 79.7 67.8 64.3 63.7 68.9 66.2

A Results on MLQA A Results on XNLI

[Yang et al., MRQA 2021] Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer
MRQA 2021 Invited Talk - Yiming Cui 24 / 46 Multilingual & Cross-lingual MRC



WEAM

e Visualization of Embeddings

e \Word vectors from m

 \Word pairs are identitied by FastAlign

¢ RIAIRE

iIFLY TEK

SBERT word embeddings layer before and after WEAM pre-training

e After pre-training, most of the word pairs are getting closer

MRQA 2021
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[Yang et al., MRQA 2021] Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer
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EXPLAINABLE MRC MARE (R

' ' - : nswer
Can we generate useful explanations in Passace e
an unsupervised way? e g Wi ~

Evidence

How to evaluate the quality of
explanations?

B &

Human Evaluation

- Whats the differences in attention map
WSS~ for MRC models?

HHHHH
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 Unsupervised Explanation Generation for Machine Reading Comprehension

* Deep-learning based MRC systems lack explainability

* Annotating rationale for MRC data is time-consuming and expensive

* \We propose a self-explainable MRC model: Recursive Dynamic Gating (RDG)
@ )

The report found that 86 percent of women aged 18 to 29 were
online, compared with 80 percent of men in the same age group.
Among African Americans, 60 percent of women are online,
compared with 50 percent of men. In other age groups, the
disparity is only slight, with women outpacing men by 3

percentage points. However, among the older group, those age 65 |, 4 b
and older, 34 percent of men are online, compared with 21 | '\ i
percent of women. Men tend to use the web for information and \\\ Readel‘ C | use the internet more than men. | \J/
entertainment, getting sports scores and stock quotes and \
downloading music, while women tend to be heavier users of ‘\ NS /\ J
mapping and direction services... ) @
\ 2
\
\
\ ~ M D N T
Question Among African Americans, women -~ \ S el
DT =% ' ... Among African Americans, 60 percent of
\

i i ~: :'; EXplainer /| women are online, compared with 50
equal men in the use of the internet. P " J, percent of men ...

__________________________________

use the internet less than men.

N J
use the internet more than men. L j

use the internet better than men. [Cui et al., 2020] Unsupervised Explanation Generation for Machine Reading Comprehension
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 Recursive Dynamic Gating (RDG)

 Reader: Normal MRC system that learns to identify the correct answer

o EXxplainer: Learn from Reader and try to find the most important words Iin the passage

* Approach: (Soft-)filtering the passage information in each transformer layer

pR pE New i-th Layer Input
?
=N = ,@ R, [CLS] table. [SEP] where is the pen? [SEP]
Output Representation Output Representation ,/’/ 5 x(1—7%) -
> = , % z Xy [CLS] pen table. [SEP] where is the pen? [SEP]
a a \ R; [ Conv Layer ]
1
Reader > Explainer Dense*Layer [CLS] pen is on the table. [SEP] where is the pen? [SEP]
Thal [ Transformer | .
\_ \_ ) \‘\\ X Block J
= < = < ? [CLS] The pen is on the table. [SEP] where is the pen? [SEP]
[CLS] P [SEP] | @ C; |ISEP] H, R; 1

[Cui et al., 2020] Unsupervised Explanation Generation for Machine Reading Comprehension
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 Experimental Results on RACE, DREAM, and C3 (zh)

Applying RDG achieves better performance than non-explainable MRC systems

ALBERT-base
74

72

714
. 697 /0.1
68.4 8.2

. 66.7

66

64

62

60

58

RACE DREAM
B Baseline mMRDG-c mRDG-r

60.6 60.1

=Xplainability comes with no performance cost —

78
76

72
70
68
66
64
62
60

Setter answer prediction and explainabllity

ALBERT-large
776 77.7

63
2
||| III 618 65

RACE DREAM
B Baseline mMRDG-c¢c mRDG-r

[Cui et al., 2020] Unsupervised Explanation Generation for Machine Reading Comprehension
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RDG  RETR

e Quality of Explanation 100% A P
90% 17%
 Human evaluation 80%
70%
* RDG achieves an average score of 4.14 (out of 5), while 60%

attention achieves 2.26 50%
40% 34%
e Quantitative evaluation .
20%
* Hypothesis: Good explanation helps humans in question .
answering process 0%
RDG Attention
e Setups: Input generated explanations and the question to = L
the model, and compare which system could give higher RACE DREAM c?

System Dev Test Dev Test Dev Test

Baseline 72.3 714 68.1 68.2 60.5 60.1

answer accuracy

e Results: The explanation generated by RDG has better At-GT 9.5 578 502 49.0 487 4838
. - . . RDG-GT 713 69.1 69.5 675 646 644

accuracy In prediction, suggesting that it has much Att-Pred 559 537 460 45.6 465 46.0
meaningfu| INformation RDG-Pred 644 623 629 619 569 56.6

[Cui et al., 2020] Unsupervised Explanation Generation for Machine Reading Comprehension
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EXPMRC

 EXpMRC: Explainability Evaluation for Machine Reading Comprehension

=Xplainability and interpretability is not well-studied in M

A new comprehensive benchmark for explainable MRC

Propose several unsupervised baselines for ExoMRC
Human Annotation
and Grading
MRQA 2021 Invited Talk - Yiming Cui 32/ 46
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l Explainability Evaluation for Machine Reading Comprehension

[Cui et al., 2021] ExoMRC: Explainability Evaluation for Machine Reading Comprehension
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EXPMRC

e Dataset Annotation

KA E

IFLY TEK

@mt—scm

- - Span-Extraction SQUAD CMRC 2018
* |ncluding four subsets, featuring
it : : Multi-Choice RACE+ C3
multilingual and multitask settings
Subset  Passage Question & Answer
¢ Aﬂ f Otate adS paﬂ 1N 1 h e passag e ... Competition amongst employers tends to drive up wages due to the nature of  Q: Who works to get workers higher
, the job, since there is a relative shortage of workers for the particular position.  compensation?
as th e eV d ence tex SQuAD Professional and labor organizations may limit the supply of workers which resultsin ~ A: Professional and labor

higher demand and greater incomes for members. Members may also receive higher  organizations
wages through collective bargaining ...

¢ DHDClpleS CMRC ... %\ ¥ (%% . “Ramphotyphlops braminus”) &L B BRATH—FEL QHFR—MEFEMN AW F?

g FEM EEAFAENALN, FAALHTROIF RS ERRE A KA
. HERAMETHRGMF, TR |\, wbE&TIRAE. ..
° N Ot d SIMm ple com blnatIOn Of the ... My biology teacher, Mr. Clark, divided us into three groups and asked us to play  Q: How many beans did the writer
- a game about natural selection and how birds find food. He gave the first group one  get at last?
q u eSt 0N an d danswer RACE+ SPoon to every student, the second group forks and my group knives. ...When I  A: None.
almost picked a bean, it dropped back to the ground. When I finally picked up several ~ B: One.
, beans, one of my friends ran into me. I fell over. All my beans dropped to the ground! C: Several.
o EHCOU rage Mmu |t| -Se ﬂtence Just at that moment, Mr. Clark called us back. ... D: Many.
reaSOning LRFAFERALALSOTIE, TR, RFZOLEIERARK Q: HEANAMT 2H R REE
FAORAEL, BEREABRRAALS LRI . AZRAXMEGHY, £FF 44 E6RK?
i RHENARELFHAGE, FARELERBEINA. FERED . AF. T A IHGIAE

B, MEROACEARTBHRATBEAITRKANRESY . —NMNABREA BRFHARR
%%, WEHFBATILARN . —R“EH”. BEIHFRHNARLE, THH B85
Ao ZZ“WmEB7. ...

B: A A 093 E
C: K 260 % 3] 5
D: KFEZHARFRX A
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 Unsupervised Baselines

T
<

 Non-learning baselines: Most Similar Sentence (w/ Question), Answer Sentence (S RC only)

* Machine Learning baselines: Pseudo-training data approach

Choice
Prediction
17 Evidence
H, | H, | H; | H, Span Prediction
> T
[CLS] Hidden Output
Answer Evidence PLM
Span Prediction Span Prediction 9 P
PR PR ==
T [CLS] - Hidden Ou - Ik
Iput
[CLS] P [SEP] 0+C; [SEP]
PLM [CLS] P [SEP] 0+C, [SEP]
S = / [CLS] P (SEP] | o+C; | [SEP]
[CLS] 0 [SEP] P [SEP] [CLS] P [SEP] 0+C, [SEP]
(a) Span-Extraction MRC (b) Multi-Choice MRC

[Cui et al., 2021] ExoMRC: Explainability Evaluation for Machine Reading Comprehension
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 Experimental Results
B | | Svstem SQuAD (dev) SQuAD (test) CMRC 2018 (dev) CMRC 2018 (test)
e Fvaluation Metrics y Ans. Evi Al Ans. Evi Al Ans. Evi Al Ans. Evi. Al
Human Performance 9.8 921 836 913 929 847 977 946 924 979 946 926
o [\ /I PLM Base-level Baselines
Answer/Evidence/Overall F1 Most Similar Sent. 874 818 745 871 854 761 823 719 601 844 622 529
Most Similar Sent. w/ Ques.  87.4 81.0 729 87.1 848 756 823 769 639 844 698 599
— - ' Predicted Answer Sent. 87.4 84.1 76.4 87.1 89.1 79.6 82.3 780 66.8 84.4 69.1 59.8
° -Iﬂdlﬂg evidences for span-extraction  pseudo-data Training 8§70 795 706 88.0 786 698 815 732 604 859 613 524
MRC is easier than multi-choice MRC  pL Large-tevel Basetines
Most Similar Sent. 93.0 839 793 923 857 804 88 716 603 8.6 630 559

Most Similar Sent. w/ Ques.  93.0 819 774 923 851 79.8 828 763 636 83.6 71.0 632

: ' Predicted Answer Sent. 93.0 854 818 923 89.6 83.6 82.8 777 66.9 88.6 70.6 63.3
®
J SN g pse U d O eVl d ence d ata fo r Pseudo-data Training 92.9 80.7 75.6 93.9 80.1 74.8 83.8 73.1 62.7 89.6 629 553

training can also IMmprove the Sustern RACE™ (dev) RACE™ (test) C3 (dev) C3 (test)
L y Ans. Evi Al Ams. Evi Alll Anms. Evi All Ans. Evi All
accuracy of answer prediction
Human Performance 92.0 924 854 936 905 844 95.3 95.7 91.1 94.3 97.7  90.0
: : PLM Base-level Baselines
e Qverall, there is still a Iarge gdap Most Similar Sent. 624 366 282 598 344 263 687 577 417 668 522 412
. Most Similar Sent. w/ Ques. 624 445 315 598 418 273 687 623 473 668 574 423
between baselines and human Pseudo-data Training 63.6 457 317 601 435 271 709 599 435 69.0 575 406
| 1 PLM Large-level Baselines
performance, especially for mult Most Simlr Sent.
: : Most Similar Sent. w/ Ques.  69.0 48.0 368 68.1 425 313 731 632 509 720 584 460
ChOlce M qC Settlngs Pseudo-data Training 69.0 459 326 704 413 308 764 643 507 744 599 473

[Cui et al., 2021] ExoMRC: Explainability Evaluation for Machine Reading Comprehension
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 Understanding Attention in Machine Reading Comprehension

 Should we analyze the attention map as a whole??

 \What'’s the differences in attention map for MRC models?

Q. 'E
= a L prov] a = - (.%

[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension
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ATTENTION IN MRC i BAME

e Attention Zones for MRC

)

e T[ypical input format: [CLS] Question [SEP] Passage [S

e Divide attention matrix into four zones: Q2, Q2P, P2Q), P2

To
>
Finding Clues From [CL3] ¢ [SEP] P [SEP]
V.0
Question Passage [SEP]
Understanding Understanding

Answer Verification

[SEP]

softmax

>

[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension
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ATTENTION IN MRC

W FIAHE

 Higher Attention Value # Higher Impact on Performance

IFLY TEK

 Kovaleva et al. (2019): Higher attention values for special tokens and diagonal elements

e |et’s remove (mask) those tokens to see if they are important to answer prediction

 (Observation: Not all these tokens are critical to performance

r
o)
t
e
a
re
p
t
ch
[SEP]

Q

Head 2
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- 0.8

YLD

SQuAD CMRC 2018

EM F1 EM F1
Baseline 80.687 88.129 63.796 84.789
No [CLS] 80.802 88.276 64.119 84.858
No Mid [SEP] 80.689 88.082 63.896 84.626
No End [SEP] 80.522 87.959 64.299 84.866
No All 78.956 86.414 63.659 83.945
No Diagonal 80.645 88.241 64.548 84.908
No Q? 76.395 84.195 60.100 80.625
No Q2P 79.941 87.352 64.517 84.592
No P2Q 12.763 16.355 15.070 18.466
No P? 34441 51.792 16.278 42.906

[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension
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* High correlation in P2 and P2Q

e Experiment 1. Removing top-10 attention values in each attention zone

e Experiment 2: Correlation of masking top-kth attention value and its rank (k)

e Qverall, P2Q and P2 seems to highly correlate with answer prediction

_ SQUAD(e) |  CMRC2018 @h _ SQUAD (e CMRC 2018 @

65.272 58.652 0.624 + 0.083 -0.316 + 0.370

Q2P 79.743 63.324 Q2P 0.159 + 0.435 0.134 + 0.531

P2Q 45.790 43.939 P2Q 0.765 = 0.017 0.778 £ 0.118

P2 78.412 63.175 P2 0.534 + 0.216 0.291 + 0.299
A Exp1: Removing Top-10 attention values A Exp2: Correlation of masking top-kth attention value and its rank

[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension
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e Different Patterns for Different PLMs

* |nvestigating behaviors of different attention zones in different PLMs (BERT, ELECTRA, ALBERT)

o P2Q and P2 are the most important attention zones to the performance

* | arge models are more robust than base models (knowledge distributions)

o (Cross-layer parameter sharing (ALBERT) makes it a unique pattern to other PLMs

- —
g ] [
L R i
~ - -3 s .
: o & : 9
= =5 = -
: § -2 3. : ] | 2
~ - ] L =N ~ - ,
-~ 1l ] 6 o i 6 6
. I . L, - ]
:- P : EPE -8
H- PR . -0 7T S0 - -10 " 10
ALL Q2 Q2P P2Q P2 ALL Q2 Q2P P2Q P2 ALL Q2 Q2P P2Q P2

[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension
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SUMMARY MAHE

e Chinese MRC

* A series of Chinese MRC datasets and pre-trained language models

 Multilingual & Cross-lingual MRC

 DualBERT: Enhance Chinese MRC performance by utilizing English data

e WEAM: Enhance cross-lingual ability with the knowledge from the alignment matrix

 Explainable MRC

e RDG: Extend MRC system with explainable post-hoc explanations

* EXpMRC: Evaluating explanation extraction for MRC systems

o Attention in MRC: analyzing attention behavior specifically for MRC tasks
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SUBMISSIONS

 Participate in Our MRC Evaluations
RC 2018 (zh), CMRC 2019 (zh), and ExpM

 Open submissions for C zh/en

CMRC 2018

A Span-Extraction Dataset for Chinese Machine Reading Comprehension

CMRC 2019

A Sentence Cloze Dataset for Chinese Machine Reading Comprehension

ExpMRC

Explainability Evaluation for Machine Reading Comprehension

What is CMRC 20187 Leaderboard
What is CMRC 20197 Leaderboard What is ExpMRC? Leaderboard
CMRC 2018 is a Chinese Machine Reading CMRC 2018 challenge set requires comprehensive reasoning over multiple clues in the passage, ) ) . ) ) . ) o
Comprehension dataset that was used in The while keeping the original span-extraction format, which is far more challenging than the test set. Will CMRC 2019 is a Chinese Machine Reading CMRC 2019 contains fake candidates that need the machine to distinguish from the correct ExpMRC is a benchmark for the Explainability Explainability is a universal demand for various machine reading comprehension tasks. Most of
Second Evaluation Workshop on Chinese your system surpass the humans on this task? Comprehension dataset that was used in The Third ones and fill into the passage. Will your system surpass the humans on this task? evaluation of Machine Reading Comprehension. the MRC systems yield near-human or over-human performance on solving these datasets, but
Machine Reading Comprehension. Evaluation Workshop on Chinese Machine Reading ExpMRC contains four subsets of popular MRC will your system also surpass the humans on giving correct explanations as well?
Specifically, CMRC 2018 is a span-extraction Rank Model Test Challenge Comprehension. - Specifically, CMRC 2019 is a Rank Model QAC AL datasets with additionally annotated evidences,
reading comprehension dataset that is sentence cloze-style machine reading comprehension Human Performance e =7 including SQUAD, CMRC 2018, RACE" (similar to <SQUAD (END (CMRC 2018 (ZH)> (RACE' (EN)) Cc3 (ZH))
P ; EM F1 EM F1 dataset that aims to evaluate the sentence-level : : 3 ; - ;
sm.1|I'ar to SQuAD. Besides the regular inference abillty b T s A R RAE:'ER’ arrl‘d.C , covt:.nng i;);ré (::trfd'log at:d
fralning, devslopment, and teet set, we also Human Performance 92400 97914 90382 95.248 [Cui et al., COLING 2020] E’: I'iz:':n:';i:::z fons SKs Inbo Rank Model Answer Evidence Overall
include  a ) challenglng set  that nfaed Joint Laboratory of HIT and iFLYTEK Research CMRC 2019 paper 9 ’ F1 F1 F1
comprehensive reasoning over multiple [Cui et al., EMNLP 2019 Cui et al.. COLING 2020 1 bert_scp_spm (ensemble) 90.054 57.600
sentences, which is far more difficult ’ [Cuietal, ] PINGAN-Gammal.ab ExpMRC paper [Cui et al., 2021] "
s . uman Performance 91.3 92.9 84.7
1 MacBERT-large-extData-v2 (single model)  80.409 93.768 36.706 66.905 - Joint Laboratory of HIT and iFLYTEK Research
Paper [Cui et al., EMNLP 2019] o Getting Started 2 mojito system (ensemble) 85.990 41.800 Getting Started [Cui et al,, 2021]
" SFTech
BibTeX [Cui et al., EMNLP 2019] 2 MacBERT-large-extData (single model) 77.998 92.882 38492 67.109 ggwg:{oaii ‘Sol‘,)y o th.e duinset (istrbuted under the Download a copy of the dataset (distributed under 1 BERT-large + PA Sent. (single model) 92.300 89.600 83.600
AlSpeech -SA 4.0 license): 3 CMRC 2019 MULTlPLE BERT (ensemble) 82.590 32.200 the CC BY-SA 4.0 license): Joint Laboratory of HIT and iFLYTEK Research
Getting Started D load CMRC 2019 Dataset Six Estates https://arxiv.org/abs/2105.04126
g 3 RoBERTa-wwm-ext-large-extData (single ~ 76.997 92171 32540 63597 ownloa atase https://www.Gestates.com ( Download ExpMRC Development Set )
_ model) ) . . . 2 BERT-large + MSS (single model) 92.300 85.700 80.400
Do(\j/vnlo:d :cc;:;ys‘/)\f :f;erdatasef (distributed AlSpeech You may also be mterf-zsted in a quick baseline 4 DA-BERT (ensemble) 84.447 27.600 To evaluate your models, we have also made Joint Laboratory of HIT and iFLYTEK Research
under the - .0 license): :};s;eErrl; :)ased on pre-trained language model (such Anonymous available the evaluation script for official https://arxiv.org/abs/2105.04126
4 MacBERT-large (single model) 74786  90.693 31.923 60.177 : . evaluation, with sample predictions on each
( Download CMRC 2018 Dataset ) Joint Laboratory of HIT and iFLYTEK Research ( PeP— ) 5 nkyzhangyl_cr;'ZEVZ (ensemble) 79.562 26.600 subset. To run the evaluation, use python 3 BERT-base + PA Sent. (single model) 87.100 89.100 79.600
N ‘o {:} aseline Code : .
You may also be interested in a quick (Cui etal., Findings of EMNLP 2020] : eval_expmrc.py <path_to_dev> Jot Libo’ar/(/wy -OfHIT/ a:;zfggt-)iﬁ;eseamh
i i . . _ . i <path_to_predictions> ttps://arxiv.org/al -
bageline system based on pre-irained 5 ESPReader-large (single model) 77201 91476 30357 58.396 Official Submission 6 MRC-ZZ SYSTEM (single model) 78780  26.600 . -
language model (such as BERT). Shanghai Jiao Tong University . e ety o fos rosut o Harbin Institute of Technology & Hanyi Fonts ( ExpMRC Evaluation Script ) 4 BERT-base + MSS (single model) 87.100 85400  76.100
o preserve the integrity of test results, we do no Joint Laboratory of HIT and iFLYTEK Research
. ) : I . :
( Get Baseline Code ) 6 RoBERTa-wwm-ext-large (single model) 74198  90.604 31548  60.074 release the test and challenge set to the public. / Me Reazecréz:semb °) 76319 15600 . https://arxiv.org/abs/2105.04126
Oct 14, 2019 Joint Laboratory of HIT and iFLYTEK Research Instead, we require you to upload your model onto Sample Prediction Files on Dev Set
Official Submission [Cui etal., 2019] iiii ii ii Iiii i'ii iii i”i I ii Iii Iiii iii

https://ymcui.com/cmrc2018/

https://ymcui.com/cmrc2019/

https://ymcui.com/expmrc/
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https://ymcui.com/cmrc2019/
https://ymcui.com/expmrc/
https://ymcui.com/cmrc2018/

USEFUL RESOURCES

e CMRC 2017 (Cui et al., L

:%

-G 2018)

e https://github.com/ymcui/cmrc2017

+ CMRC 2018 (Cui et al., EMNLP 2019)

e https://qithub.com/ymcui/cmrc2018

e CMRC 2019 (Cui et al., COLING 2020)

e https://github.com/ymcui/cmrc2019

e ExXpMRC (Cui et al., 2021)

e https://github.com/ymcui/expmrc
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Chinese PLMs: B

RIAHE

IFLYTEK

-wwm, RoB
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RTa, XLNet,

=/ACM

TASLP, Findings of EMNLP 2020)

—R
—CTRA, MacBERT (Cui et al., |E

https://github.com/ymcui/Chinese-BERTT-

WWIM

https://github.com/ymcui/Chinese-XLNet

https://qithub.com/ymcui/Chinese-EL ECTRA

https://qithub.com/ymcui/Mac

3

R

Useful Resources


https://github.com/ymcui/cmrc2017
https://github.com/ymcui/cmrc2018
https://github.com/ymcui/cmrc2019
https://github.com/ymcui/expmrc
https://github.com/ymcui/Chinese-BERT-wwm
https://github.com/ymcui/Chinese-BERT-wwm
https://github.com/ymcui/Chinese-XLNet
https://github.com/ymcui/Chinese-ELECTRA
https://github.com/ymcui/MacBERT
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