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B INTRODUCTION

* [o comprehend human language Is essential in Al

* As atypical task in cognitive intelligence, Machine Reading Comprehension
(MRC) has attracted attentions from NLP fielc
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l RESEARCH [ RENDS

 Research trends of MRC (from 2012)

* Keywords: Reading Comprehension, Comprehension

g I # Reading Comprehension || # Comprehension
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2012 2013 2014 2015 2016 2017
*Statistics are obtained from ACL Anthology
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8 RESEARCH TRENDS

* Reading Comprehension Papers in ACL 2017 (may not an exhaustive list)
* Long Paper

* Du et al. Neural Question Generation for Reading Comprehension

e Pengtao Xie and Eric Xing. A Constituent-Centric Neural Architecture for Reading Comprehension
e Cui et al. Attention-over-Attention Neural Networks for Reading Comprehension

* Wang et al. Gated Self-Matching Networks for Reading Comprehension and Question Answering
* Dhingra et al. Gated-Attention Readers for Text Comprehension

e Bishan Yang and Tome Mitchell. Leveraging Knowledge Bases in LSTMs for Improving Machine Reading

e Chen et al. Reading Wikipedia to Answer Open-Domain Questions

* Sugawara et al. Evaluation Metrics for Reading Comprehension: Prerequisite Skills and Readability

* Joshi et al. TriviaQA: A Large Scale Distantly Supervised Challenge Dataset for Reading Comprehension
e Short Papers

e Min et al. Question Answering through Transfer Learning from Large Fine-grained Supervision Data
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8 RESEARCH TRENDS

e Reading Comprehension Papers in EMNLP 2017 (may not an exhaustive list)
e Short Papers
e Xinya Du and Claire Cardie. I[dentifying Where to Focus in Reading Comprehension for Neural Question Generation
 Noriega-Atala et al. Learning what to read: Focused machine reading
* Long Paper
* (Golub et al. Two-5tage Synthesis Networks for Transfer Learning in Machine Comprehension
e Robin Jia and Percy Liang. Adversarial Examples for Evaluating Reading Comprehension Systems
e Lai et al. RACE: Large-scale ReAding Comprehension Dataset From Examinations
* Lin et al. Reasoning with Heterogeneous Knowledge for Commonsense Machine Comprehension
e Liu et al Structural Embedding of Syntactic Trees for Machine Comprehension

e Long et al. World Knowledge for Reading Comprehension: Rare Entity Prediction with Hierarchical LSTMs Using External
Descriptions

* Yin et al. Document-Level Multi-Aspect Sentiment Classification as Machine Comprehension
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* Reading Comprehension Definition

* Macro-view

* lo learn and do reasoning with
world knowledge and common
knowledge while growing up

* Micro-view
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James the Turtle was always getting in trouble.
Sometimes he'd reach into the freezer and empty out

° Key com p one thS 18 RC all the food. Other times he'd sled on the deck and get

a splinter. His aunt Jane tried as hard as she could to
keep him out of trouble. but he was sneaky and got
into lots of trouble behind her back.

One day. James thought he would go into town and

o —) D o C u m e nt see what kind of trouble he could get into. He went to

the grocery store and pulled all the pudding off the
shelves and ate two jars. Then he walked to the fast
food restaurant and ordered 15 bags of fries. He did-
n't pay. and instead headed home.

° Q uer His aunt was waiting for him in his room. She told
>/ James that she loved him. but he would have to start
acting like a well-behaved turtle.

After about a month. and after getting into lots of
trouble. James finally made up his mind to be a better

« Candidates —

1) What 1s the name of the trouble making turtle?
A) Fries

B) Pudding

C) James

° Aﬂ SWeEr D) Jane

*Example Is chosen from the MCTest dataset (Richardson et al., 201 3)
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* VWhy MRC has become enormously popular in recent year?

e Mutual effect by
* Growing Interest In DL techniques

* Avallability of large-scale RC data

Require

Improved
Techniques

" Stimulate
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B PROGRESS OF RC DATASETS s

e MClTest (Richardson et al., EMNLP201 3)

James the Turtle was always getting in trouble.
Sometimes he'd reach into the freezer and empty out
all the food. Other times he'd sled on the deck and get
a splinter. His aunt Jane tried as hard as she could to ‘
keep him out of trouble. but he was sneaky and got

into lots of trouble behind her back. St an fo rd
One day. James thought he would go into town and ‘
SQUAD
HFL-RC Q

see what kind of trouble he could get into. He went to

the grocery store and pulled all the pudding off the
shelves and ate two jars. Then he walked to the fast ‘

food restaurant and ordered 15 bags of fries. He did-

n't pay. and instead headed home. F qce b 00 k
His aunt was waiting for him in his room. She told
James that she loved him. but he would have to start CBT

acting like a well-behaved turtle. D ee p M | N d

After about a month. and after getting into lots of

trouble, James finally made up his mund to be a better C N N &
turtle.

1) What 1s the name of the trouble making turtle? ' l
A) Fries Da | Iy M al l
B) Pudding
C) James
D) Jane

14



B PROGRESS OF RC DATASETS s

e DeepMind CNN/DailyMail (Hermann et al., NIPS2015)

Original Version Anonymised Version

Context Stanford
The BBC producer allegedly struck by Jeremy the ent381 producer allegedly struck by ent212 will
Clarkson will not press charges against the “Top not press charges against the “ ent/53 ” host , his S QUAD
Gear” host, his lawyer said Friday. Clarkson, who  lawyer said friday . ent2/2 , who hosted one of the [
hosted one of the most-watched television shows most - watched television shows in the world , was T

in the world, was dropped by the BBC Wednesday  dropped by the ent38/ wednesday after an internal
after an internal investigation by the British broad-  investigation by the ent/80 broadcaster found he
caster found he had subjected producer Oisin Tymon had subjected producer ent/93 “ to an unprovoked

“to an unprovoked physical and verbal attack.” ...  physical and verbal attack . ” ...
Query
Producer X will not press charges against Jeremy producer X will not press charges against ent21/2 ,
Clarkson, his lawyer says. his lawyer says .
Answer
Oisin Tymon entl193

15



8 PROGRESS OF RC DATASETS

e Facebook CBT (Hill et al., ICLR2016)

"Well, Miss Maxwell, I think it only fair to tell you that you may have trouble
with those boys when they do come. Forewarned is forecarmed, you know. Mr.
Cropper was opposed to our hiring you. Not, of course, that he had any
personal objection to you, but he 1s set against female teachers, and when a
Cropper i1s set there i1s nothing on carth can change him. He says female
teachers can't keep order. He 's started in with a spite at you on general
principles, and the boys know it. They know he'll back them up in secret, no
matter what they do, just to prove his opinions. Cropper is sly and slippery, and
it 1s hard to corner him."

"Are the boys big 7" quenied Esther anxiously.

"Yes. Thirteen and fourteen and big for their age. You can't whip ‘'em -- that 1s
the trouble. A man might, but they'd twist you around their fingers. You'll have
your hands full, I'm afraid. But maybe they'll behave all right after all.”

Mr. Baxter privately had no hope that they would, but Esther hoped for the
best. She could not believe that Mr. Cropper would carry his prejudices into a
personal application. This conviction was strengthened when he overtook her
walking from school the next day and drove her home. He was a big, handsome
man with a very suave, polite manner. He asked interestedly about her school
and her work, hoped she was getting on well, and said he had two young
rascals of his own to send soon. Esther felt relieved. She thought that Mr.
Baxter had exaggerated matters a hittle.

S: 1 mr. Cropper was opposed to our hiring you

q:
C:
a:

2 Not , of course , that he had any personal objection to you , but he is set
against female teachers , and when a Cropper is set there is nothing on earth can
change him

3 He says female teachers ca n't keep order .

4 He 's started in with a spite at you on general principles , and the boys know
it

5 They know he
his opinions

6 Cropper is sly and slippery ,
7 °° Are the boys big ? '*

8 queried Esther anxiously

*ll back them up in secret , no matter what they do , just to prove

and it is hard to corner him . *'°

9 " Yes
10 Thirteen and fourteen and big for their age .
11 You ca n't whip 'em -~ that is the trouble

12 A man might , but they 'd twist you around their fingers .
13 You '1l]l have your hands full , I 'm afraid

14 But maybe they 'll behave all right after all . "'
15 Mr. Baxter privately had no hope that they would ,
best.

16 She could not believe that Mr. Cropper would carry his prejudices into a
personal application

17 This conviction was strengthened when he overtook her walking from school the
next day and drove her home .

18 He was a big , handsome man with a very suave , polite manner .

19 He asked interestedly about her school and her work , hoped she was getting on
well , and said he had two young rascals of his own to send soon .

20 Esther felt relieved .

but Esther hoped for the

She thought that Mr. had exaggerated matters a little .
Baxter, Cropper, Esther, course, fingers, manner, objection, opinion, right, spite.

Baxter

16




8 PROGRESS OF RC DATASETS

e HFL-RC:PD&CFT (Cui et al,, COLING2016)

AWM 1A 18 88 (42 04 ) Wil , EE HL/RE B £ 20134 1Y) icfi — K 484k
, AN AER BT R, B LA B A% B BT e ARk ER AE RS,

(AL 4R ) Rl ¥, #5500 #5%k 44 L7 29.6% , AN 19974 LAk 1Y ix K HKiE ;
WE Tl S8 f538 LTt 26.5% , N 19964F LIk #Y ik K Bk

ik v ik 38.3%

Bt 12H 31H K, BT gk gist FLF fn L5 1814 B4 TR ek , HEHRHF B0 L7,
T thikrs s, 12H HBRFEOL LF-R 781, HE BT 11H BB 72,

B (/R B ) ME, 20134 & 19954 LIk EFH e R ik 4F 19 — 4

X — 4 B, Bt EE T MBS Mk B A BT M,

ATl RO BER X, HSrgt 2 X A A EE REE XK Y@ 4Ee,

10| XK B XM EE M HEE BV BREEFH O TN EROERE FIEERTHE S,

Query ATl B B8 "X, HLpt B X A H A XE RE XK FEH HE
Answer REE

%

Document

(OG)\IO')Oﬁ-h(DI\)h_—*

A

Deep

Microsoft CN,N c-n
M CTest Daily Mail

17



B PROGRESS OF RC DATASETS s

e Stanford SQUAD (Rajpurkar et al., EMNLP2016)

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau-
pel and hail... Precipitation forms as smaller
droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are

4 HFL-R
called “showers".
‘ I Facebook PD&C What causes precipitation to fall?
. CBT gravity
I DeepM |nd What is another main form of precipitation be-

CN N & sides drizzle, rain, snow, sleet and hail?

graupel

Microsoft | |
M CTESt Da | Iy M d Il Where do water droplets collide with ice crystals

to form precipitation?
within a cloud

18
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B CLOZE-sTYLE RC e Zw—

» Definrtion of cloze-style RC

Original Version

Context

* Document: the same as the general RC The BBC producer allegedly struck by Jeremy

Clarkson will not press charges against the “Top

Gear” host, his lawyer said Friday. Clarkson, who

. . ' hosted one of the most-watched television shows
Query. a sentence with a blank in the world, was dropped by the BBC Wednesday

after an internal investigation by the British broad-

. . . caster found he had subjected producer Oisin Tymon
» Candidate (optional): several candidates “to an unprovoked physical and verbal attack.” ...

. Query
to ﬂ H 1N Producer X will not press charges against Jeremy

Clarkson, his lawyer says.

* Answer: a single word that exactly match Answer

Oisin Tymon

the query (the answer word should

*Example is chosen from the CNIN dataset (Hermann et al., 2015)

appear In the document)

20



CLOZE-STYLE RC

Step2: Choose first

. CBT Dataset (Hill et al., ICLR2016) 20 eterces

Context

S: 1 Mr. Cropper was opposed to our hiring you

"Well, Miss Maxwell, JEISJIS o] @Glalele A RSCIgIale SISl v trouble

2 Not , of course , that he had any personal objection to you , but he is set
with those boys when ¢y do come. rorewarned 1S ¢ , Y know. Mr. against female teachers , and when a Cropper is set there is nothing on earth can
Cropper was opposed to our hiring you. Not, of course, that §ie had any change him .
. : : : 3 He says female teachers ca n't keep order
personal objection to you, but he is set against female teachers, and when a , e aad | .
: : _ : 4 He 's started in with a spite at you on general principles , and the boys know
Cropper is set there is nothing on earth can change him. He says female it
teachers can't keep order. He 's started in with a spite at you on general 5 They know he 'll back them up in secret , no matter what they do , just to prove
principles, and the boys know it. They know he'll back them up in secret, no AR SRRSO, _ - .
| | do. ius his iniang C te of d ol d 6 Cropper 1s sly and slippery , and it 1is hard to corner him .
Tn‘.lttcrwwtncy o..Just to prove his opinions. Cropper is sly and slippery, an 7 ** Are the boys big ?
it is hard to corner him." 8 queried Esther anxiously
9 " Yes .
"Are the bO)’S big o qucricd Esther anxiously. 10 Thirteen and fourteen and blg for their age
11 You ca n't whip 'em -- that is the trouble
12 A man might , but they 'd twist you around their fingers
"Yes. Thirteen and fourteen and big for their age. You can't whip 'em -- that is 13 You 'll have your hands full , I 'm afraid
the trouble. A man might, but they'd twist you around their fingers. You'll have 14 But maybe they °'ll behave all right after all
A . 15 Mr. Baxter privately had no hope that they would , but Esther hoped for the
your hands full, I'm afraid. But maybe they'll behave all right after all." st d ’ d ’ d
16 She could not believe that Mr. Cropper would carry his prejudices into a
Mr. Baxter privately had no hope that they would, but Esther hoped for the personal application
best. She could not believe that Mr. Cropper would carry his prejudices into a 1/ This conviction was strengthened when he overtook he
| licati Thi Ny aanad el B K h next day and drove her home . S-tepLI. ChOOse Other
. ! > & . '
personal application. This conviction was strengthened when he overtook her '8 Be wad & b | suave » Boli Ll
walking from school the next day and drove her home. He was a big, handsome 19 He asked i Step3:\/\/|th a BLANK TEEEET:® 9 similar words from

well , and sa his own to

20 Esther felt relieved

man with a very suave, polite manner. He asked interestedly about her school
and her work, hoped she was getting on

rascals of his own to send soon. Esther StepB Choose 2 | St g: She thought that Mr. had exaggerated matters a
Baxter had exaggerated matters a little. sentence as Query C: Baxter, Cropper, Esther, course, fingers, manner, objection, opinidh, right, spite.

Context as Candidate

d: Baxter

Step3: The word removed from Query

21



. RELATED VWORKS S MW

* Predictions on full vocabulary

» Attentive Reader (Hermann et al.,, 2015)

- Stanford AR (Chen et al,, 201 6)

* Pointer-wise predictions (Vinyals et al., 2015)
- Attention Sum Reader (Kadlec et al,, 201 6)

» Consensus Attention Reader (Cui et al., 201 6)

» (ated-attention Reader (Dhingra et al., 2017)

22



l ATTENTIVE READER

» [eaching Machines to Read and Comprehend (Hermann et al.,, NIPS2015)

* Propose attention-based neural networks for reading comprehension

m(t) = tanh (Wymya(t) + Wumu),

scz)ytz) \:IZ’»M S(t o exp (w),.m(t))
= Yds,
d q) = tanh (Wrg'r T Wugu) '

went to England visited England

23
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l STANFORD AR

* A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task (Chen et al., ACL2016)

- Nothing special in NN model, but provides valuable insights in the CNN/DailyMail datasets

Question

characters in " @placeholder " movies have
gradually become more diverse

l

Passage @ 1) CNN/DailyMail dataset is noisy

e ot th ol Goncyt f oring o o G choroc W 2) Current NN models have almost reached

according to the sci-fi website @entity? , the upcoming novel *

@entity11 " will feature a capable but flawed @entity?13 official C E I LI N G perfo rm an Ce

named @entty” 4 who " also happens to be a lesbian . “ the —

character is the first gay figure in the official @entityé -- the e e e s s s

movies , television shows , comics and books approved by 3) Req u I res IeSS reaso n I n g an d I nfe ren Ce
1] I

@entityé franchise owner @entity22 -- according to @entity24 ,
editor of * @entityé " books at @entity28 imprint @entity26 .

B R R
Answer
—n
entity6

24




l ATTENTION SUM READER

» Text Understanding with the Attention Sum Reader Network (Kadlec et al., ACL2016)

* Propose to utilize and improve Pointer Network (Vinyals et al,, 2015) in RC

Sum Attention

Mechanism

Document
Input text = ..... Obamaé and  Putin ... said Obama in Prague
Embeddings =~ - e(Obama)g e(and) e(Putin) ..... e(said) e(Obama) e(in) e(Prague)

Recurrent
neural
networks

Dot products C%)’ (?)‘ (?)’ C?)’ é’ (.?‘ C?

SOftmax Si ' ; * v ' ne, ---*-.- n * *
. | N
overwords 2| .. .. '
in the

Probability of P(Obama |q d) — Z

the answer Si = 5j + Sj+5

LEI (Obama,d)

25
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Question

XXXXX visited Prague

e (XXXXX) e (vislited) e(lfrague)




l CAS READER

» Consensus Attention-based Neural Networks for Chinese Reading Comprehension (Cui et al.,
COLING2016)

* Propose to consider different timesteps of query and generate multiple doc-level attentions

{4 » M *
Sum Attention P(*Mary”|D,q) = Z S; = Sj + S
Layer iel(“Mary”D)

Individual
Attention Layer

bi-GRU Layer

Embedding
Layer
Mary sits beside says he loves Mary he loves  <BLANK>

Document Query

20



B GATED-ATTENTION READER SiaM/Rtas

Gated-Attention Reader for Text Comprehension (Dhingra et al., ACL2017)

* Propose to use multiple hops for refining attended representations
X visited prague m
(query)

Obama

met

>

P(Obamald, q)

prague ——»

(document) “« K Layers >

27
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. AOA READER

- Attention-over-Attention Neural Networks for Reading Comprehension (Cui et al., ACL2017)

* Primarily motivated by AS Reader (Kadlec et al,, 2016) and CAS Reader (Cul et al.,, 201 6)

* Introduce matching matrix for indicating doc-query relationships
- Mutual attention: doc-to-query and query-to-doc

» Instead of using heuristics to combine Individual attentions, we place another attention to
dynamically assign weights to the individual ones

» Some of the ideas in our work has already been adopted in the follow-up works not only Iin cloze-
style RC but also other types of RC (such as SQUAD).

28
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l AOA READER

Model architecture at a glance

"'i ________ T - P(“Mary”|D,Q) = Z S; = Sj + 5
e . ;\ i€l(“Mary” D)
wary () O
sits O O E Column-wise -1
| , softmax ;
beside i O O ! > ¢
Document him | O O Y S
: | T e
! S [ Y S N A «
he ' O O i .............
] O O N R 2 SO S \
oves ! dot b dot
| © product i}? © produtt |
w Q0 R .
- _L _______ ‘F -
he O O A o [ ]
: : Row-wise  [---t---i--{ Column-wise
Ouery I i Q Q | > softmax -:- Average
oves | |
- 00 .
M i y . T P E/
Embedding bi-GRU Individual ATT ATT-over-ATT Sum ATT
Layer Layer Layer Layer Layer

29



l AOA READER

» Contextual Embedding

* [ransform document and

query Into contextual

representations using word-

embeddings and bi-G

e(x) = We - x, where x € D, Q

\

h ($5

— GRU (e(x))

RU units

(1)
(2)
3)
(4)

Document

Query

Mary E O G :
Sits E O O i
beside E O O i
him é O O ; >
- aQg
loves E O O i
=S ORe
R e 2
e
he ; O O i
loves E O O ; >
« G O
'.__.l__-____.T__-.'
fmbedding bi-GRU

30

i€l (“Mary",D)
Column-w '“%“"
softmax S —
---i---
L T «
nE.
dot | dot
e aot
O proguet” [ O proaitt
4 .
eeebenetene ¢
—.----:}---}---1—’.
Row-wise [~ Column-wis
softmax  }--ebeeei--- Average
Individual ATT ATT-over-ATT Sum ATT
Layer Layer Layer

P(“Mary”|D,Q) =

2.

S; =5j+ 5




AOA READER

 Pair-wise Matching Score

‘“‘l ------- 'T“" P(“Mary”|D,Q) = Z S; = Sj + 5y
. , = /RN | i€l (“Mary” D)
» Calculate similarity between M 8 8 - E-
each document word and veide () () |
Document him O O E >
query word ieoNe| o BT .
oes O 1O ow [T o[-
SO - wo (O &Y 1 L o
* For simplicrty, we just calculate o el
s EEN
dot product between = eolel e B o
document and query word aery e (L P R o e
SO RO B
—— \T . s i
M(Z, ]) - thC(?’) hquery (]) (5) Embedding bi-GRU Individual ATT ATT-over-ATT Sum ATT
Layer Layer Layer Layer Layer

31
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l AOA READER

* |Individual Attentions

“"l ------- 'T"" P(“Mary”|D,Q) = Z S; = Sj + 5y
o ; O ro\ E iel(“Mary",D)
Calculate document- “ 8 8 =l =
: : cument him i \_
level attention with oement 11 g 8 X ~
we () O w [ .
respect to each query - oo 0 St 0 fen-
et o
word e [ s
- HH e
a(t) = softmazx(M(1,t),...,M(|D|,t)) (©) 7 == 8 8 > NN
a=|a(l),a(2),...,a(|Q|)] (7) iTJ
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l AOA READER

Attention-over-Attention

P(“Mary”|D,Q) = Z S; = Sj + 5y

et way
' - ji\ | Ltel("Mary”,D)
. . ' ' Mary | O O :
Dynamically assign welights to - O oamee
individual doc-level attentions e EO o} BE
Document him | O O E >
- 34 - ]
Get “attended attention” o 8 8 O G © e[
o el i T . '
B(t) = softmax(M(t,1),..., M(t,|Q|)) (8) O S g 1]
: ) SN S ) I
|D| he i 8 8 i > Ro:v-wise 'E"'" golumn-wise
B(t) 9) Query  loves M
Z G
" '._-i_-__-__.T__-.'
S = ’B (10) Embedding bi-GRU Individual ATT ATT-over-ATT Sum ATT
Layer Layer Layer Layer Layer
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l AOA READER

 Final Predictions

“"l ------- 'T“' P(“Mary”|D,Q) = Z S; = Sj + 5y
. . [ o | iel(“Mary”,D)
» Adopt Pointer Network (Vinyals et w (O O
a5 . ' Sits i O O E Column-wise 'é'
al., 2015) for predictions aleoRel e
Document him O O i >
- Apply sum-attention mechanism e | 8 8 |
loves | ' dot P dot i
| l O oroduer [ O troaak
(Kadlec et al,, 2016) to get the final ay () ) ‘ EEN L
o s i
probability of the answer et T -
he E O O i Row-wise ’E'“'" Column-wise —
Pwl[D,Q)= Y s, weV (1) awery o (O O]} i s s
i€l(w,D) - O O J |
=Y log(p(z)) ,zc A (12) B
. Embedding bi-GRU Individual ATT ATT-over-ATT Sum ATT
v Layer Layer Layer Layer Layer
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l AOA READER

* An intuitive example

* Let say this is a story about " Tom bought a diamond ring for his beloved girl friend...

Tom loves <blank>
uery-level
Query-! 0.5 0.3 0.15 0.05
Attention
Candidate Mary = 0.6 Mary = 0.3 Mary =04 Mary = 0.2
diamond = 0.3 diamond = 0.5 diamond =04 diamond =04
ADSWGI"S beside = 0.1 beside = 0.2 beside = 0.2 beside =04
Mary = (0.6+0.3+0.4+0.2) / 4 = 0.375
Average Score diamond = (0.3+0.5+0.4+0.4) / 4 = 0.400
(CAS Reader) beside = (0.1402+0.2+0.4) / 4 = 0225
Vivieladried Gemre Mary = 0.6%0.5+0.3%0.3+0.4*0.15+0.2%0.05 = 0.460
2 diamond = 0.3%0.5+0.5%0.3+0.4*0. | 5+0.4%0.05 = 0.380
(AoA Reader) beside = 0.1%0.5+0.2%0.3+0.2%0.15+0.4*0.05 = 0.1 60
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l AOA READER

Generate candidate answers

* N-best re-ranking strategy for cloze- N-best decoding
style RC |
Re-fill the candidate into query
Mimic the process of double-checking, |

in terms of fluency, srammatical
Scoring with additional features

correctness etc. (such as N-gram LM)

l

| Feature weight tuning
into the blank of query to form a KBMIRA (Cherry and Foster, 2012)

* Main idea: Re-fill the candidate answer

complete sentence and using additional l
features to score the sentences Re-scoring and Re-ranking
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l AOA READER

Single model performance

CNN News  CBTest NE  CBTest CN
Significantly outperform previous works valid Test Valid Test Vaid Test
Deep LSTM Reader (Hermann et al., 2015) 55.0 570 - - - -
Attentive Reader (Hermann et al., 2015) 61.6 63.0 - - - -
Re-ranking strategy substantially improve performance | Human (context+query) (Hill et al., 2015) : . - 816 - 816
MemNN (window + self-sup.) (Hill et al., 2015) 634 668 704 666 642 63.0
AS Reader (Kadlec et al., 2016) 68.6 695 738 68.6 688 634
|ntr~oduci ng a-tten'tion_over_atte ntion mechan ism CAS Reader (Cui et al., 2016) 68.2 700 742 692 682 65.7
| | o | | | Stanford AR (Chen et al., 2016) 724 724 - - - -
instead of using heuristic merging function (Cui et al, GA Reader (Dhingra et al., 2016) 730 738 749 690 69.0 639
, L , Iterative Attention (Sordoni et al., 2016) 726 733 752 68.6 721 69.2
2016) may bring significant improvements EpiReader (Trischler et al., 2016) 734 740 753 697 715 67.4
AoA Reader 73.1 744 778 720 722 694
AoA Reader + Reranking - - 796 740 75.7 731
* Ensemble performance MemNN (Ensemble) 66.2 694 - - - -
AS Reader (Ensemble) 739 754 745 706 71.1 68.9
GA Reader (Ensemble) 764 774 755 719 721 694
We use greedy ensemble approach of 4 models EpiReader (Ensemble) . - 766 718 736 1706
trai ne C| on C| I ﬁ(e rent ran dom cea CI Iterative Attention (Ensemble) 745 757 769 720 741 71.0
AoA Reader (Ensemble) - - 789 745 747 70.8
AoA Reader (Ensemble + Reranking) . - 803 756 770 74.1

Significant iImprovements over state-of-the-art systems
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* What are the gooooooooood things in cloze-style RC?

» Pointer Network is especially useful in this task, as the answer Is assumed to be existed

in the document, just directly PICK the right answer from document

- A simple DOT product is capable of attention calculation

* Mutual attention mechanism could bring additional information, using both doc-to-

query and query-to-doc attentions

* Re-ranking strategy with traditional N-gram LMs could substantially improve cloze-

style RC performance due to Its nature
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l OUTLINE

e |ntroduction to Machine

Reading Comprehension (M

* (Almost) Recent Progress of MRC

e (loze-style MRC

e Complex MRC

* Future Prospects

e Conclusion
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B CoMpPLEX MRC oL M e

» Complex MRC (informal definition)
* Including following types
» Span extraction from passage (phrase, sentences etc.)

» (Generate answer directly

» Choose correct answer from candidate choices (A/B/C/D)

» Span extraction Is the most popular type Iin recent studies
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B SQUAD

« SQUAD: 100,000+ Questions for Machine Comprehension of Text (Rajpurkar et al., EMNLP2016)

« Dataset Features

* More Difficult: word-level answers — words, phrases or even sentences

* High Quality: automatically generated data = human-annotated data

» Much Bigger: |OOK+ questions, bigger than previous human-annotated RC datasets

The Stanford Question Answering Dataset
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B SQUAD

» Sample of SQuUAD

Oxygen

The Stanford Question Answering Dataset

* Document: Passages from Wikipedia pages,

segment Into several small paragraphs

In the meantime, on August 1, 1774, an experiment conducted by the British
clergyman Joseph Priestley focused sunlight on mercuric oxide (HgO) inside a
glass tube, which liberated a gas he named "dephlogisticated air". He noted that

° Quel‘y: H uman-an ﬂOtated, |ﬂC| Ud | ﬂg Various candles burned brighter in the gas and that a mouse was more active and lived
longer while breathing it. After breathing the gas himself, he wrote: "The feeling
guery types <Wh at/when/where/who/how/ of it to my lungs was not sensibly different from that of common air, but | fancied
that my breast felt peculiarly light and easy for some time afterwards." Priestley
Wh)’ etC-) published his findings in 1775 in a paper titled "An Account of Further

Discoveries in Air" which was included in the second volume of his book titled
Experiments and Observations on Different Kinds of Air. Because he published

¢ An SWeyY. CO I’Ttl NUOUS Segmeﬂts ('teX"t Spal"] S) his findings first, Priestley is usually given priority in the discovery.
N the passage, Wthh has d Iarger SearCh Why is Priestley usually given credit for being first to discover oxygen?
space. and much harder to answer than cloze- Ground Truth Answers: published his findings first he published his
’ findings first he published his findings first he published his findings
S':>/|e RC first Because he published his findings first
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. RELATED WORKS S W

* A large amount of researchers are investigating SQUAD after Its release. lons of

models are proposed.

* Representative Works

» Match-LSTM (Wang and Jiang, 2016)

» Bi-directional Attention Flow (BIDAF) (Seo et al,, 201 6)

» Dynamic Coattention Network (DCN) (Xiong et al,, 201 7/)

 r-net (Wang et al,, 2017/)

43



ﬂx&)ﬂw /ﬁ(%]v/%’ﬁ)é’

JA4Q = 3 )8

l MATCH-LSTM

» Machine Comprehension using Match-LSTM and Answer Pointer (Wang and Jiang, 201 6)

Propose to use Pointer Network to directly output start and end position in document
A
P:is:t,:: Layer hg " hf o = hg a hg » hg hg ™ h?
Y [ \ 4 r 1'7
\ 4 \ 4 - \ \ ‘ ‘
: \
3 v T -
s R E{M nﬁ* hisftt|his
Match-LSTM BN N Ei‘:f LN PN
Layer E_. AR N E E —» E ™ E - r
—hYs(i*hig | i1 Mhio|: T\ PLai " -+ rlhisi Phie]t
Lo --:/ﬂ' — I B A = s oy S
LSTM | | ' . : i
?J:'EZ:Z?”’ —lhlsl s M6 hio of hq > hys > hie
for P Real | Gymnasium ttend: ' school Real Ci?ymnas um
his: :|his |0 iy 5 his 5 his
. — '- ------ v e
soft attention‘{ T
LSTM ' = ﬁf/ .
s (g - b AR CIREET
forQ Why did Tasla > Why did Tesla ?
(a) Sequence Model (b) Boundary Model
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B BIDAF

» Bi-Directional Attention Flow for Machine Comprehension (Seo et al,, 2016)

* Propose bi-directional attention, which has become a stereotype in SQuUA

Output Layer

Modeling Layer

Attention Flow
Layer

Phrase Embed
Layer

Word Embed
Layer

Character
Embed Layer

Start

End

Dense + Softmax

LSTM + Softmax

my Mo My
S .
Z
=
Z
91 92 Ot
Query2Context and Context2Query
Attention
hy h, hr
2]
=
4
1| 3 [ ]
1 L] L] [ 1
X4 Xo X3 XT
Context

Query2Context

Max
®
T S——
:.::
e

Context2Query

o @)
|
|
|

OO wUWw L_.ﬂ

reiraireirnir

L < *

AL
. d

Softmax

hy hy hy

Word Character
Embedding Embedding

U+ uy
=
7 | ]
1] ]
] ]
| oF qu
Query

GLOVE Char-CNN
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8 DCN

* Dynamic Coattention Networks for Question Answering (Xiong et al., 2016)

* Propose dynamic coattention model, iterative pointer mechanism

T S S S S

< bi-LSTM [ bi-LSTM [g] bi-LSTM [g] bi-LSTM [l bi-LSTM [

|
|
|
|
|

JEOUOD
v
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 Gated Self-Matching Networks for Reading Comprehension and Question Answering (VVang et al,,
2017)

* Propose to use self-matching and gated attention

Output Layer Start End
h$ — h%

Passage
Self-Matching Layer

Question and Passage :
Matching Layer
Question Attf‘rj:\lon <
Vector -

Question and Passage The delay in test
GRU Layer :
Y Question Passage
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l OUR WORK

* Interactive AoA Reader:an improved version of AoA Reader (Cui et al., 2017)

- We have been working on SQUAD task for months, and get on the |st place in the late July, 2017/

Rank Model EM F1
1 Interactive AoA Reader (ensemble) 77.845 85.297
Jul 2017 Joint Laboratory of HIT and iFLYTEK Research
2 r-net (ensemble) 77.688 84.666
Microsoft Research Asia
http:/aka.ms/rmet
3 r-net (single model) 75.705 83.496
Jul 2017 Microsoft Research Asia

http:/aka.ms/rmet

3 smarnet (ensemble) 75.989 83.475
Jul 2017 Eigen Technology & Zhejiang University

4 DCN+ (single model) 74.866 82.806
Jul 2017 Salesforce Research

*As of August |, 2017/, http://stanford-ga.com
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B Our WoORK far ey

* As our work Is not published, we cannot reveal the detailed architecture and algorithms

» But...we can tell you a little bit of the techniques that adopted (published techniques
with modifications)

» Char+Word level embeddings
» Multiple hops for representation refining
» Incorporating historical attentions

* And more! Stay tuned for our papers!
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* What are the gooooooooood things in SQUAD models?

» Old things still works
» Pointer Network for directly predict start/end position in document
» Mutual attention mechanism

* What’s new!
» Word-level + Char-level embeddings

» More complex attention calculation with multiple attended representations
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* |ntroduction to Machine Reading Comprehension (M

e (Almost) Recent P

rogress of MRC

e (loze-style MRC

* Span Extraction

MRC

* Future Prospects

e Conclusion
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l RECENT HIGHLIGHTS LN iy

e Open-Domain MRC

e Reading Wikipedia to Answer Open-Domain Questions (Chen et al,,
ACL2017)

* More complex MRC datasets
e RACE (Lar et al,, EMNLP2017)
e MS MARCO (Nguyen et al., 2016)
e NewsQA (Irischeler et al, 2017)
e [riviaQA (Joshi et al., ACL2017)
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. OPEN-DOMAIN MRC Ve M

* Reading Wikipedia to Answer Open-Domain Questions (Chen et al.,,ACL2017)
e Open-Domain MRC = Document Retriever + MRC

Open-domain QA
SQUAD, TREC, WebQuestions, WikiMovies

Q: How many of Warsaw's inhabitants
spoke Polish in 19337

RS Document Document

2 'f « %  Retriever - Reader
b (

\:) » - 833,500

3 1 | .
WIKIPEDIA
The Free Encyclopedia

O
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Bl DATASET COMPARISON [EESGMKEES

e Comparisons on recent MRC datasets

SQuAD ~100K Crowd-sourced Passage span Medium

. . Choice Selection from o
RACE ~97K Exams in China A/B/C/D) | High
MS MARCO ~100K User logs Human generated High
NewsQA ~120K Crowd-sourced Passage span Relatively High
TriviaQA ~650K - Auto-gathered/ Passage span Relatively High

(~95K unique) ~ Human-annotated
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B RACE

e RACE: Large-scale ReAding
Comprehension Dataset From
Examinations (Lai et al., EMNLP2017)

e Features

* Needs more comprehensive
understanding of context

* Answer Is no longer a span In document

e Misleading choices among candidates

e SOTA model iIn SQUAD falled to give
excellent performance(/0%+ — 40%)
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Passage:

Is it important to have breakfast every day? A short time ago, a test was given in the United States. People of
different ages, from 12 to 83, were asked to have a test. During the test, these people were given all kinds of
breakfast, and sometimes they got no breakfast at all. Scientists wanted to see how well their bodies worked af-
ter eating different kinds of breakfast.

The results show that if a person eats a right breakfast, he or she will work better than if he or she has no break-

fast. If a student has fruit s, bread and milk before going to school, he or she will learn more quickly and

listen more carefully in class. Some people think it will help you lose weight if you have no breakfast. But the
result is opposite to what they think. This is because people become so hungry at noon that they eat too much
for lunch. They will gain weight instead of losing it.

Question: What do the results show?

A) They show that breakfast has affected on work and studies.

B) The results show that breakfast has little to do with a person's work.

C) The results show that a person will work better if he only has fruit and milk.
D) They show that girl students should have less for breakfast.




B MRC TRENDS Ok MU

e MRC Trends

* Automatically generated data = Human-annotated data
* Single document — Multiple documents
* Single sentence inference — Multiple sentences inference

* Answer retrieval = Summarization/Reasoning/Inference

 Model aspects: all In one I1s not all we need
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* |ntroduction to Machine Reading Comprehension (M

e (Almost) Recent P

rogress of MRC

e (loze-style MRC

* Span Extraction

* Future Prospects

e Conclusion

MRC
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. CONCLUSION

e Current MRC = More Complex QA

e Does MRC do reasoning!
e Maybe not, but not totally negative

e More studies should be done

e "All roads lead to Rome” In the DL era, every model
deserve a chance to win the game (If you use It In correct way)
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B CCL-CMRC2017

* The |Ist Evaluation Workshop on
Chinese Machine Reading

Comprehension (CMRC2017)

{EHZS a8 (Cloze-style Question)

® Hosted b>/ C‘ DS, Organized b>/ Oiﬂt REHE sEa B/SREM FREERE WdEEEE |

Y1 6ESTATES PTE LTD ZRH 81.85% 81.90%
L ab O ra—tO r Of |_| ‘ an d | F LY |: << |_| _ L) V2 IESEARSRITESHSEERRTLOERESE SRS 78.35% 80.67%
>/ Shanghai Jiao Tong University (SJTU BCMI-NLP)
w3 ARG EIBERRRERAS ZRE 79.20% 80.27%
' ' ' 202K e)fl (User—-Que uestion
e Date: 201/7/10/14 14:00 ~ [ /:30 FIFIRIAIEA (User-Query Question)
RZHR SHFBE B/ZREA FREHERE LS HERER |
. . W 1 ERIME A ZRE 90.45% 69.53%
e Co-locate with CCL2017/ at Nanjing st oo sty (60
w2 LLIFgAZE=FA BRE 47.80% 49.07%

Shanxi University (SXU-3)

w3 ERM A =29 31.10% 32.53%

@ We ‘ CO m e 'to j O i n u S ! Zhengzhou University (ZZU)
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