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INTRODUCTION

• Definition of RC

• Macro-view

• To learn and do reasoning 
over world knowledge

• Micro-view

• Read an article, and 
answer the questions 
based on it
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INTRODUCTION

• A main obstacle in the research on RC

• NO MUCH DATA !

• The related works are often started from providing 
the relevant corpus, and then proposing some 
technical insights in solving them

• Recently, Cloze-style Reading Comprehension has 
become enormously popular in the community

Y. Cui, T. Liu, Z. Chen, S. Wang, G. Hu CAS Reader - Introduction 9/45



INTRODUCTION

• Why cloze-style reading comprehension?

• Representative (as we all have done these things 
during our youth) and relatively easy (the 
answer is a single word) to start with

• Explore the general relationship between the 
document and query

• The data is relatively easy to collect
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INTRODUCTION

• Cloze-style RC comprises of

• Document: the same as the general RC

• Query: a sentence with a blank

• Candidate (optional): several candidates to fill in

• Answer: a single word that exactly match the query 
(the answer word should appear in the document)
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RELATED WORKS

• CNN & Daily Mail (Hermann et al., 2015)

Y. Cui, T. Liu, Z. Chen, S. Wang, G. Hu CAS Reader - Related Works 13/45



RELATED WORKS

• Children’s book test (Hill et al., 2015)
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Step1: Choose 21 sentences

Step2: Choose first 
20 sentences as 

Context

Step3: Choose 21st 
sentence as Query

Step3: With a BLANK 

Step3: The word removed from Query 

Step4: Choose other 
9 similar words from 

Context as Candidate 
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PD & CFT
• A Chinese Reading Comprehension dataset: People Daily 

and Children’s Fairy Tale (PD&CFT)

• Features

• First Chinese cloze-style RC datasets, which add 
language diversity in this task

• Along with the traditional news datasets (People Daily), 
we also provide a out-of-domain dataset (Children’s 
Fairy Tale)

Y. Cui, T. Liu, Z. Chen, S. Wang, G. Hu CAS Reader - PD & CFT 16/45



PD & CFT
• People Daily

• Web-crawled news data, about 60k documents

• Children’s Fairy Tale

• Web-crawled children’s reading material, about 1K documents

• Contains virtualized characters, which is unable to use the 
common knowledge learned by large-scale data

• Auto-set: automatically generated; Human-set: manually selected, 
those questions that depend on LM or cooccurrence is removed 
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PD & CFT
• Statistics of PD&CFT

• Note that, the CFT dataset is only served as the 
out-of-domain test sets.
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PD & CFT
• Example
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PD & CFT
• Step1: select one sentence in the (truncated) document
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1  |||  People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market 
continued to rise as the global stock market in the last day of 2013, ending with the highest record or 
near record of this year. 
2  |||  “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest 
increase since 1997. 
3  |||  Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996. 
4  ||| NASDAQ rose 38.3%.
5  ||| In terms of December 31, due to the prospects in employment and possible acceleration of 
economy next year, there is a rising confidence in consumers. 
6  ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, 
significantly higher than 72 in November.
7  ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.
8  ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.
9  ||| The so-called “silly money” strategy is that, to buy and hold the common 
combination of U.S. stock.
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the 
methods adopted by other professional investors.



PD & CFT
• Step2: choose one word in this sentence

• Only named entity and common noun is considered
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1  |||  People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market 
continued to rise as the global stock market in the last day of 2013, ending with the highest record or 
near record of this year. 
2  |||  “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest 
increase since 1997. 
3  |||  Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996. 
4  ||| NASDAQ rose 38.3%.
5  ||| In terms of December 31, due to the prospects in employment and possible acceleration of 
economy next year, there is a rising confidence in consumers. 
6  ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, 
significantly higher than 72 in November.
7  ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.
8  ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.
9  ||| The so-called “silly money” strategy is that, to buy and hold the common 
combination of U.S. stock.
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the 
methods adopted by other professional investors.



PD & CFT
• Step3: Leave out that word, and the sentence will become the query
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1  |||  People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market 
continued to rise as the global stock market in the last day of 2013, ending with the highest record or 
near record of this year. 
2  |||  “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest 
increase since 1997. 
3  |||  Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996. 
4  ||| NASDAQ rose 38.3%.
5  ||| In terms of December 31, due to the prospects in employment and possible acceleration of 
economy next year, there is a rising confidence in consumers. 
6  ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, 
significantly higher than 72 in November.
7  ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.
8  ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.
9  ||| The so-called “silly money” XXXXX is that, to buy and hold the common 
combination of U.S. stock.
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the 
methods adopted by other professional investors.

The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. stock.

Document

Query



PD & CFT
• Step4: the removed word becomes the answer to the query

Y. Cui, T. Liu, Z. Chen, S. Wang, G. Hu CAS Reader - PD & CFT 23/45

1  |||  People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market 
continued to rise as the global stock market in the last day of 2013, ending with the highest record or 
near record of this year. 
2  |||  “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest 
increase since 1997. 
3  |||  Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996. 
4  ||| NASDAQ rose 38.3%.
5  ||| In terms of December 31, due to the prospects in employment and possible acceleration of 
economy next year, there is a rising confidence in consumers. 
6  ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, 
significantly higher than 72 in November.
7  ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.
8  ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.
9  ||| The so-called “silly money” XXXXX is that, to buy and hold the common 
combination of U.S. stock.
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the 
methods adopted by other professional investors.

The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. stock.
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PD & CFT
• Comparison of three Cloze-style RC datasets
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Dataset Language Genre Blank Type Doc Query

CNN/DM English News NE News 
Article

Summary w/ 
a blank

CBTest English Story NE,CN,V,P
20 

consecutive 
sentences

21th 
sentence w/ 

a blank

PD&CFT Chinese News, story NE,CN Doc w/ a 
blank

the sentence 
that blank 
belongs to
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CAS READER

• We propose an extension to the AS Reader (Kadlec 
et al., 2016), which is a popular framework on close-
style reading comprehension task

• Modification

• Instead of blending query representations into 
one, we can take EVERY individual query words to 
generate a document-level attention respectively
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CAS READER

• AS Reader (Kadlec et al., 2016)
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CAS READER

• Neural Architecture
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CAS READER

• Step1: Transform document and query into 
contextual representations using GRU
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CAS READER

• Step2: Generate several document-level attentions 
in terms of every word in the query
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CAS READER

• Step3: Induce a consensus attention over these 
individual attentions with heuristic functions
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CAS READER

• Step4: Applying sum-attention mechanism (Kadlec et 
al., 2016) to get the final probability of the answer
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EXPERIMENTS

• Setups

• Embedding Layer: randomly initialized with uniformed distribution 
~ [-0.1, 0.1]

• Hidden Layer: GRU with random orthogonal initialization (Saxe et 
al., 2013), and gradient clipping to 10 (Pascanu et al., 2013)

• Vocabulary: set a shortlist of 100k for PD&CFT condition. No 
vocabulary truncation on CNN and CBT.

• Optimization: Adam (Kingma and Ba, 2014) with initial LR=0.0005. 
Batch size is set to 32.
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EXPERIMENTS

• Setups

• Statistics of CNN & CBT NE/CN

• Dimensions of neural units and Dropout rate (Srivastava et al., 2014)

• All models are trained on Tesla K40 GPU

• Implementation is done with Theano (Theano Developing Team, 2016) and Keras 
framework (Chollet, 2015)
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EXPERIMENTS

• Results on PD&CFT

• Heuristic comparison: avg > sum >> max

• Dramatic drop in out-of-domain test sets
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EXPERIMENTS

• Results on CNN and CBT

• Modest improvements over AS Reader
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FURTHER READING

• Attention-over-Attention Neural Network for Reading Comprehension 
(Cui et al., 2016) 

• Arxiv: https://arxiv.org/abs/1607.04423
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FURTHER READING

• Generating and Exploiting Large-scale Pseudo Training Data for Zero 
Pronoun Resolution (Liu et al., 2016)

• arxiv: https://arxiv.org/abs/1606.01603
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CONCLUSION

• PD & CFT: A Chinese Cloze-style RC dataset

• the first Chinese RC dataset, aiming to enriching the diversity 
in RC task

• Human-selected test set is much more harder than the one 
that is automatically generated, and brings much difficulties

• Consensus Attention-based Reader (CAS Reader)

• By taking every word in the query, we can generate consensus 
attention via several doc-level attentions
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RELATED LINKS

• PD & CFT datasets

• https://github.com/ymcui/Chinese-RC-Dataset

• General training tips & Leaderboard of Cloze-style RC 
(updates irregularly)

• https://github.com/ymcui/Eval-on-NN-of-RC

• Personal website (slides will be uploaded to this)

• http://ymcui.github.io
Y. Cui, T. Liu, Z. Chen, S. Wang, G. Hu CAS Reader - Related Links 42/45
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THANK YOU !


