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INTRODUCTION

e Definrtion of RC

g M aero-view

Slletiearn and do reasoning
over world knowledge

 Micro-view

* Read an article, and
answer the guestions
based on It
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INTRODUCTION

o) Key po | thS |n RC James the Turtle was always getting in trouble.

Sometimes he'd reach into the freezer and empty out
all the food. Other times he'd sled on the deck and get
a splinter. His aunt Jane tried as hard as she could to
keep him out of trouble. but he was sneaky and got
5 _’ into lots of trouble behind her back.

DOC u m e nt One day, James thought he would go into town and
see what kind of trouble he could get into. He went to
the grocery store and pulled all the pudding off the
shelves and ate two jars. Then he walked to the fast
food restaurant and ordered 15 bags of fries. He did-
o Q u e I">/ n't pay. and mstead headed home.

His aunt was waiting for him in his room. She told
James that she loved him, but he would have to start
acting like a well-behaved turtle.
After about a month. and after getting into lots of

o C an d | d a'te S trouble, James finally made up his mind to be a better

turtle.

1) What 1s the name of the trouble making turtle?
A) Fries
B) Pudding

" Aﬂ SWeEr C) James

D) Jane
*Example is chosen from the MCTest dataset ()
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INTRODUCTION

Y Nrcln obstacle In the research on RC

SN OCH DATA |

* [he related works are often started from providing

the relevant corpus, and then proposing some

technical insights in solving them

 Recently, Cloze-style Reading Comprehension has

become enormously popular in the community
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INTRODUCTION

* Why cloze-style reading comprehension!?

» Representative (as we all have done these things
during our youth) and relatively easy (the
answer Is a single word) to start with

» txplore the general relationship between the
document and query

» [he data Is relatively easy to collect
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INTRODUCTION

 Cloze-style RC comprises of

G clinent: the same as the seneral RE
- Query: a sentence with a blank
- Candidate (optional): several candidates to fill in

- Answer: a single word that exactly match the query

(the answer word should appear in the document)
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OUTLINE

» Existing Cloze-style Reading Comprehension Dataset
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RELATED WORKS

» CNN & Daily Mail (Hermann et al,, 2015)

Original Version Anonymised Version

Context
The BBC producer allegedly struck by Jeremy the ent381 producer allegedly struck by ent212 will
Clarkson will not press charges against the “Top not press charges against the “ ent/53 ™ host , his
Gear” host, his lawyer said Friday. Clarkson, who  lawyer said friday . ent2/2 , who hosted one of the
hosted one of the most-watched television shows most - watched television shows in the world , was

in the world, was dropped by the BBC Wednesday = dropped by the ent381 wednesday after an internal
after an internal investigation by the British broad-  investigation by the ent/80 broadcaster found he
caster found he had subjected producer Oisin Tymon had subjected producer ent/93 “ to an unprovoked

“to an unprovoked physical and verbal attack.” ...  physical and verbal attack . ” ...
Query
Producer X will not press charges against Jeremy producer X will not press charges against ent212 ,
Clarkson, his lawyer says. his lawyer says .
Answer
Oisin Tymon ent193
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RELATED WORKS

» Children’s book test (

Step2: Choose first

20 sentences as
Context

Il et al, 2015)

Step|: Choose 21 sentences

"Well, Miss Maxwell, I think it only fair to tell you tha@you may have trouble
with those boys when they do come. Forewarned is for§armed, you know. Mr.
Cropper was opposed to our hiring you. Not, of course, that he had any
personal objection to you, but he is set against female teachers, and when a
Cropper is set there is nothing on earth can change him. He says female
teachers can't keep order. He 's started in with a spite at you on general
principles, and the boys know it. They know he'll back them up in secret, no
matter what they do, just to prove his opinions. Cropper is sly and slippery, and
it is hard to corner him."

"Are the boys big 7" queried Esther anxiously.
"Yes. Thirteen and fourteen and big for their age. You can't whip 'em -- that is

the trouble. A man might, but they'd twist you around their fingers. You'll have
your hands full, I'm afraid. But maybe they'll behave all right after all."

Mr. Baxter privately had no hope that they would, but Esther hoped for the
best. She could not believe that Mr. Cropper would carry his prejudices into a
personal application. This conviction was strengthened when he overtook her
walking from school the next day and drove her home. He was a big, handsome
about her school

man with a very suave, polite manner. He asked interested|
and her work, hoped she was getting on
rascals of his own to send soon. Esther
Baxter had exaggerated matters a little.

Step3: Choose 2 |st

sentence as Query

S:

: She thought that Mr.

1 Mr. Cropper was opposed to our hiring you .

2 Not , of course , that he had any personal objection to you , but he is set
against female teachers , and when a Cropper is set there is nothing on earth can
change him .

3 He says female teachers ca n't keep order .

4 He 's started in with a spite at you on general principles , and the boys know
it .

5 They know he
his opinions .
6 Cropper is sly and slippery , and it is hard to corner him . "'
7 °° Are the boys big ?

8 queried Esther anxiously .

9 "7 Yes .

10 Thirteen and fourteen and big for their age .

11 You ca n't whip 'em -- that is the trouble .

12 A man might , but they 'd twist you around their fingers .

13 You 'll have your hands full , I 'm afraid .

14 But maybe they 'll behave all right after all . '°'
15 Mr. Baxter privately had no hope that they would ,
best.

16 She could not believe that Mr. Cropper would carry his prejudices into a
personal application .
17 This conviction was strengthened when he overtook he
next day and drove her home .

18 He was a b :

ERTREE Step3:VWith a BLANK
well , and sa

20 Esther felt relieved

'll back them up in secret , no matter what they do , just to prove

but Esther hoped for the

Step4: Choose other
9 similar words from
Context as Candidate

suave , poli
Aand her work
his own to

had exaggerated matters a

Baxter, Cropper, Esther, course, fingers, manner, objection, opinich, right, spite.

: Baxger

Step3:The word removed from Query

ERERE 4 Chen, S. VWang, G. Hu

CAS Reader - Related Works
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OUTLINE

 Chinese Dataset: People Daily & Children’s Fairy Tale
(PD&CFT)
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PD & CFT

* A Chinese Reading Comprehension dataset: People Daily
SRR icren's Fairy lTale (PD&CFET)

e Features

Sllec @ hilnese cloze-s

yle

anguage diversity in this

RC datasets, which add

1215

» Along with the traditional news datasets (People Daily),

we also provide a out-of-domain dataset (Children’s

Fairy Tale)
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PD & CFT

 People Dally
* Web-crawled news data, about 60k documents
» Children’s Fairy Tale
* Web-crawled children’s reading material, about | K documents

« Contalns virtualized characters, which Is unable to use the
common knowledge learned by large-scale data

 Auto-set: automatically generated; Human-set: manually selecteq,
those questions that depend on LM or cooccurrence Is removed

ERERE 4 Chen, S. VWang, G. Hu CAS Reader - PD & CFT | 7/45



PD & CFT

B ulctics of PD&CFT

» Note that, the CFI dataset is only served as the
out-of-domain test sets.

People Daily Children’s Fairy Tale

Train Valid Test Test-auto Test-human
# Query 870,710 3,000 3,000 1,646 1,953
Max # tokens in docs 618 536 634 318 414
Max # tokens in query 502 153 265 83 92
Avg # tokens in docs 379 425 410 122 153
Avg # tokens in query 38 38 41 20 20
Vocabulary 248,160 N/A
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PD & CFT

* txample

1T INARMA1A 18 W (424 /i) #E, E£E ERHE &
£ 20134 W) B fa — K 4k4k bk, Fo 23K B&W —f, # U &
AR K BEERS EXERAFHRE .,

2 ||| 4% wk ) #aE ¥, #r¥F 500 54 54 B 29.6% ,
AN 19974F LIk #) B K KR

3 ||| EZHT T S %k LT 26.5% , A 19964E LIk BY & K
kR

4 ||| SETER Lk 38.3% .

5 ||t 128 318 k¥, BT ik fiR BT fn 25 #K \F 7

1 ||| People Daily (Jan 1). According to report of “New York
Times”, the Wall Street stock market continued to rise as the global
stock market in the last day of 2013, ending with the highest
record or near record of this year.

2 || “New York times” reported that the S&P 500 index rose
29.6% this year, which is the largest increase since 1997.

3 ||| Dow Jones industrial average index rose 26.5%, which is the
largest increase since 1996.

4 ||| NASDAQ rose 38.3%.

5 ||| In terms of December 31, due to the prospects in employment
and possible acceleration of economy next year, there is a rising
confidence in consumers.

Document gﬁ jmjiéﬁ ;iff {g‘f J:?Z% WWE S LB 781, BE B 6 ||| As reported by Business Association report, consumer
T L”U% i 72 = e . B e’ confidence rose to 78.1 in December, significantly higher than 72
b oo g . - o sk 2 in November.

E&Lﬁljll gﬁﬁ«&f%ﬁ_ EI;B‘ ) HE, 20134 R 19954 Bk XE 7 |l| Also as “Wall Street journal” reported that 2013 is the best U.S.
8 Ik — 4 B, £r¥ % BT 6 BIE fk 2 0 f 0 | SIOCK market since 1995,

. o L EB ' o sk B W7 °| 8 ||| In this year, to chase the “silly money” is the most wise way to
o || FTIA ) * M " XXXXX, LS Bt 2 A Fof g g | O Il In s year 0 ymeney ’
IS Y R A . 9 ||| Th HIId': ill " XXXXX is that, to b d hold th
10 [| 3/ HeMs 2 b R Je R U ok e e oo Foy g | O Nl The so-cafied Sy money’ XXXXX(is that, to buy and hold the
M B B R SR A S common combination of U.S. stock. .

° 10 ||| This strategy is better than other complex investment
methods, such as hedge funds and the methods adopted by other
professional investors.

Query ATiE B9 AR XXXXX, Hsk gk B XA I BA EE RE XFE The so-called “silly money” XXXXX is that, to buy and hold the
B @ d4e ., common combination of U.S. stock.
Answer RBE strategy
ARSRBEI04 Chen, S. VWang, G. Hu CAS Reader - PD & CFT h914S




PD & CFT

B ichlltselect one sentence In the (truncated) docHRRERE

| ||| People Daily (Jan I).According to report of “New York Times”, the Wall Street stock market
continued to rise as the global stock market in the last day of 2013, ending with the highest record or
near record of this year.

2 ||| “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest
increase since 1997.

3 Dow Jones industrial average index rose 26.5%, which is the largest increase since |996.

4 ||| NASDAQ rose 38.3%.

5 ||| In terms of December 31, due to the prospects in employment and possible acceleration of
economy next year; there Is a rising confidence in consumers.

6 ||| As reported by Business Association report, consumer confidence rose to /8.1 in December,
significantly higher than 72 in November.

7 ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.

8 ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.

9 ||| The so-called “silly money” strategy is that, to buy and hold the common
combination of U.S. stock.

10 ||| This strategy Is better than other complex investment methods, such as hedge funds and the
methods adopted by other professional investors.

ERERE 4 Chen, S. VWang, G. Hu CAS Reader - PD & CFT 20/45



PD & CFT

» Step2: choose one word In this sentence

* Only named entity and common noun Is considered

| ||| People Daily (Jan I).According to report of “New York Times”, the Wall Street stock market
continued to rise as the global stock market in the last day of 2013, ending with the highest record or
near record of this year.

2 ||| “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest
increase since 1997.

3 Dow Jones industrial average index rose 26.5%, which is the largest increase since |1996.

4 ||| NASDAQ rose 38.3%.

5 ||| In terms of December 31, due to the prospects in employment and possible acceleration of
economy next year; there Is a rising confidence in consumers.

6 ||| As reported by Business Association report, consumer confidence rose to /8.1 in December,
significantly higher than 72 in November.

7 ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.

8 ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.

9 ||| The so-called “silly money” strategy is that, to buy and hold the common
combination of U.S. stock.

10 ||| This strategy Is better than other complex investment methods, such as hedge funds and the
methods adopted by other professional investors.

ERERE 4 Chen, S. VWang, G. Hu CAS Reader - PD & CFT 2|45



PD & CFT

» Step3: Leave out that word, and the sentence will become the query

| ||| People Daily (Jan I). According to report of “New York Times", the Wall Street stock market
continued to rise as the global stock market in the last day of 2013, ending with the highest record or
near record of this year.

2 ||| “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest
increase since 1997.

3 Dow Jones industrial average index rose 26.5%, which is the largest increase since |996.

4 ||| NASDAQ rose 38.3%.

5 ||| In terms of December 31, due to the prospects in employment and possible acceleration of
economy next year, there is a rising confidence in consumers.

6 ||| As reported by Business Association report, consumer confidence rose to /8.1 in December,
significantly higher than 72 in November.

7 ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.

8 ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.

9 ||| The so-called “silly money” XXXXX is that, to buy and hold the common
combination of U.S. stock.

10 ||| This strategy is better than other complex investment methods, such as hedge funds and the
methods adopted by other professional investors.

The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. stock.

ERERE 4 Chen, S. VWang, G. Hu CAS Reader - PD & CFT 2245




PD & CFT

* Step4: the removed word becomes the answer to the query

| ||| People Daily (Jan I).According to report of “New York Times”, the Wall Street stock market
continued to rise as the global stock market in the last day of 2013, ending with the highest record or
near record of this year.

2 ||| “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest
increase since 1997.

3 Dow Jones industrial average index rose 26.5%, which is the largest increase since |1996.

4 |l NASDAQ rose 38.3%.

5 ||| In terms of December 31, due to the prospects in employment and possible acceleration of
economy next year, there is a rising confidence in consumers.

6 ||| As reported by Business Association report, consumer confidence rose to /8.1 in December,
significantly higher than 72 in November.

7 ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995.

8 ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock.

9 ||| The so-called “silly money” XXXXX is that, to buy and hold the common
combination of U.S. stock.

10 ||| This strategy Is better than other complex investment methods, such as hedge funds and the
methods adopted by other professional investors.

The so-called “silly money” XXXXX is that, to buy and mon combination of U.S. stock.

strategy

ERERE 4 Chen, S. VWang, G. Hu CAS Reader - PD & CFT 2545



PD & CFT

» Comparison of three Cloze-style RC datasets

| News Summary w/
CNN/DM English News NE N X
20 Pl
@< ( English Story NE,CN,V,P | consecutive | sentence w/
sentences a blank
Do the sentence
PD&CFT Whillge =N\ e s, stor 2l INE QN that blank

Dlank belongs to

ERERE 4 Chen, S. VWang, G. Hu CAS Reader - PD & CFT 2445



OUTLINE

S GRSENsUS Attention Sum Reader (CAS Reader)
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CAS READER

» We propose an extension to the AS Reader (Kadlec

et al,, 2016), which Is a popular framework on close-

style reading comprehension task

» Modification

* Instead of blending c

one, we can take BV

U

ery representations into

RY Individual query words to

osenerate a document-level attention respectively

ERERE 4 Chen, S. VWang, G. Hu

CAS Reader 26/45



CAS READER

* AS Reader (Kadlec et al., 2016)

Input text

Embeddings

Recurrent
neural
networks

Dot products

Softmax s;

_D |
overwords |2

in the
sentence

Probability of
the answer

Document

. Obamaé and Putin

e(Obama)é e(and) e(Putin)

said Obama in Prague

e(said) e(Obama) e(in) e(Prague)

P(Obamalq,d) =

RSB A4 Chen, 5. VWang, G. Hu

2.

€I (Obama,d)

T i i
i i i
v v L/
\ t

> A

S; = Sj + Sj+5

CAS Reader - AS Reader

e (XXXXX) e(vislited) e(Prague)

Question

XXXXX visited Prague

27145



CAS READER

 Neural Architecture

« » _ _ v *
Sum Attention P("*Mary”|D,q) = Z S; = S; + 5S¢
Layer i€I(“Mary”.D)
Merging Function
Individual

Attention Layer

bi-GRU Layer

l—

O
O

A

Embedding
Layer

Mary sits  beside . says he love Mary he loves <BLANK>

Document Query

ARSRBEI04 Chen, S. VWang, G. Hu CAS Reader - Model 28/45



RSB A4 Chen, 5. VWang, G. Hu

CAS READER

» Stepl: Transform document and que
contextual representations using GR

P(“Mary”|D,q) = Z S
ielI(“Mary”D)

I Merging Function |

bi-GRU Layer
Embeddin
Layer e I I I | I I I | | | I | |
Mary sits  beside says he I/ Mary he loves <BLANK:
Document Query
e(x) = We x xz, where x € D, Q (D
<—
hs(x) = GRII (e(xz)) ; hs(x) = ziRU(e(:p))
o )
he(x) = [hs(x); ho(x)) 3)

CAS Reader - Model

29/45



CAS READER

» StepZ: Generate several document-level attentions
in terms of every word In the query

]
“ n * *
Sum Attention P(“Mary”|D,q) = Z S; = 5; + 5y
Layer iel(“Mary”,D)

a(t) = softmaz(hdoec © hquery(t))

RSB A4 Chen, 5. VWang, G. Hu CAS Reader - Model 30/45



CAS READER

» Step3:Induce a consensus attention over these
individual attentions with heuristic functions

|
“ » ‘ *
Sum Attention P(“Mary”|D,q) = Z S; = 5; + 5y
Layer ieI(“Mary”,D)

i Merging Function |

bi-GRU Layer
Embedding T T T T T T T ] | | | |
lyer
Mary ts  besid ys  h I Mary h I <BLANK>
Document Query
( m
softmaz() a(t)), if mode = sum;
t=1
m
s o { softmaz(+ Y a(t)), if mode = avg;
t=1
softma:c(trr%ax a(t)), if mode = mazx.
\ =1l..Mm

RSB A4 Chen, 5. VWang, G. Hu CAS Reader - Model 31145



CAS READER

» Step4: Applying sum-attention mechanism (Kadlec et

al., 201 6) to get the final probability of the answer

Sum Attention
Layer

Individual
Attention Layer

bi-GRU Layer

Embeddi
Lm cauns I I I I I I I I | I I | |
ayer

P(wD,Q)= ) s weV
i€l(w,D)

RSB A4 Chen, 5. VWang, G. Hu CAS Reader - Model 3255



OUTLINE

* |ntroduction

» Existing Cloze-style Reading Comprehension Dataset

 Chinese Dataset: People Daily & Children’s Fairy Tale
QR Cr | )

* Consensus Attention Sum Reader (CAS Reader)
* Experiments & Observations

» Further Reading & Conclusion
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EXPERIMENTS

B EtUpS

» Embedding Layer: randomly initialized with uniformed distribution
~ O O

» Hidden Layer: GRU with random orthogonal inrtialization (Saxe et
al., 201 3), and gradient clipping to |0 (Pascanu et al., 201 3)

» Vocabulary: set a shortlist of 100k for PD&CFT condrition. No
vocabulary truncation on CNN and CBT.

» Optimization: Adam (Kingma and Ba, 2014) with inrtial LR=0.0005.
Elisize s set to 32.

RSB A4 Chen, 5. VWang, G. Hu CAS Reader - Experiments 38H&S



EXPERIMENTS

B UpS
CNN News CBT NE CBTCN
. . Train  Valid Test Train Valid Test Train Valid Test
S istics ol CNN& CBT NE/CN

# Query 380,298 3,924 3,198 108,719 2,000 2,500 120,769 2,000 2,500
Max # candidates 527 187 396 10 10 10 10 10 10
Avg # candidates 26 26 25 10 10 10 10 10 10
Avg # tokens 762 763 716 433 412 424 470 448 461
Vocabulary 118,497 53,063 53,185

* Dimensions of neural units and Dropout rate (Srivastava et al., 2014)

Embed. # units Hidden # units Dropout
CNN News 384 256 None
CBTest NE 384 384 None
CBTest CN 384 384 None
People Daily & CFT 256 256 0.1

* All models are trained on Tesla K40 GPU

* Implementation is done with Theano (Theano Developing Team, 2016) and Keras

framework (Chollet, 2015)

RSB A4 Chen, 5. VWang, G. Hu

CAS Reader - Experiments
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EXPERIMENTS

e Results on PD&CFT

People Daily  Children’s Fairy Tale
Valid Test Test-auto Test-human

AS Reader 64.1 67.2 40.9 33.1
CAS Reader (mode: avg) 65.2 68.1 41.3 35.0
CAS Reader (mode: sum) 64.7 66.8 43.0 347
CAS Reader (mode: max) 63.3 654 38.3 32.0

* Heuristic comparison: avg > sum >> max

 Dramatic drop In out-of-domalin test sets

RRERIRIE G4 Chen, S. VWang, G. Hu CAS Reader - Experiments 36/45



EXPERIMENTS

* Results on CNN and CBT

CNN News CBTest NE CBTest CN

Valid Test Valid Test Valid Test
Deep LSTM Reader! 55.0 57.0 - - - -
Attentive Reader! 61.6 63.0 - - - -
Impatient Reader! 61.8 63.8 - - - -
Human (context+query)* . . . 81.6 . 81.6
LSTMs (context+query)? - - 512 41.8 62.6 56.0
MemNN (window + self-sup.)¥ 634 66.8 704 666 642 63.0
Stanford AR" 724 724 - - - -
AS Reader? 68.6 695 738 68,6 688 634
CAS Reader (mode: avg) 68.2 700 74.2 69.2 68.2 65.7

BRGcest Improvements over AS Reader
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OUTLINE

» Introduction
» Existing Cloze-style Reading Comprehension Dataset

 Chinese Dataset: People Daily & Children’s Fairy Tale
QR Cr | )

* Consensus Attention Sum Reader (CAS Reader)
* Experiments & Observations

» Further Reading & Conclusion
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FURTHER READING

» Attention-over-Attention Neural Network for Reading Comprehension
(Cui et al,, 2016)

* Arxiv: https://arxiv.org/abs/ | 60/.04423
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https://arxiv.org/abs/1607.04423

FURTHER READING

 Generating and Explorting Large-scale Pseudo Training Data for Zero
Pronoun Resolution (Liu et al., 2016)

* arxiv: https://arxiv.org/abs/ 1 606.0 1603

Softmax Layer

Concat Layer

Attention Layer

Bi-GRU Encoder

Embedding Layer

Document Query
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https://arxiv.org/abs/1606.01603

CONCLUSION

REERcEC Rl Chinese Cloze-style RC dataset

» the first Chinese RC dataset, aiming to enriching the diversity
IR & Task

 Human-selected test set iIs much more harder than the one

that Is automatically generated, and brings much difficulties
» Consensus Attention-based Reader (CAS Reader)

» By taking every word In the query, we can generate consensus
attention via several doc-level attentions
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RELATED LINKS

« PD & CFT datasets

» https://github.com/ymcui/Chinese-RC-Dataset

* General training tips & Leaderboard of Cloze-style RC
(updates irregularly)

* https://github.com/ymcui/Eval-on-NIN-0f-RC

* Personal website (slides will be uploaded to this)

» http://ymcul.github.io
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