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Abstract-For translation between language pairs which is 
lack of bilingual data, pivot-based SMT uses a pivot 
language as a "bridge" to generate source-target translation, 
inducing from source-pivot and pivot-target translation. 
However, due to the missing of the context information, the 
reordering model was hard to obtain with the conventional 
methods. In this paper, we present a context-extended 
phrase reordering model for pivot-based statistical machine 
translation by extending the context information in source, 
pivot and target language. Experimental results show that 
our method leads to significant improvements over the 
baseline system on European Parliament data. 
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I. INTRODUCTION 

Statistical machine translation (SMT) uses bilingual 
corpora to build translation models. Thus the quantity and 
quality of the bilingual data heavily affect the performance 
of SMT systems. For frequently used language pairs, such 
as Chinese-English, it is easy to collect large amount of 
bilingual corpus. However, for most of language pairs, 
only a limited amount of bilingual data is available. Thus, 
it is difficult to build a high-performance SMT system with 
small scale bilingual data. 

To overcome the data sparsely of SMT, a conventional 
solution is to introduce a pivot language as a "bridge" to 
connect the source and target language [1-4], where there 
exist large amounts parallel corpora in source-pivot and 
pivot-target languages. Among various pivot-based SMT 
approach, the triangulation method is a representative 
work. Given a source-pivot and a pivot-target phrase 
translation model, the triangulation method proposes to 
build a source-target phrase translation model by 
multiplying the posterior probabilities of source-pivot and 
pivot-target phrase pairs. However, due to the missing of 
the context information, the reordering model is hard to 
obtain with the triangulation method. 

In phrase-based statistical machine translation, phrase 
reordering is a very important issue. Among the various 
reordering models, the lexicalized reordering model [5,6] 
is a commonly used method in current SMT systems. For 
each phrase pair, the lexicalized reordering model defines 
three types of orientations: directly follows a previous 
phrase (monotone), swapped with a previous phrase 
(swap), or not connected to the previous phrase 
(discontinuous). See Figure L(a) and Figure L(b) for 
illustrations. 

In this paper, our work is based on the lexicalized 
reordering model. When applying the lexicalized 
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reordering model into the triangulation method, a key 
problem is that the context information is missing in the 
phrase table. See Figure I. for an illustration. In Figure I 

we can see that the reordering model of Chinese-Japanese 
translation (Figure L(c)) can be induced from Chinese
English (Figure l .(a)) and English-Japanese translation 
(Figure L(b)). However, if we do not obtain adequate 
context information, we cannot induce the lexical 
orientation of the phrase. (e.g. if we do not know the 
previous phrase and following phrase of the Japanese 
phrase "+4", we cannot obtain the lexical orientation of 
the phrase.). Thus, we proposed a novel approach to 
extend the context information in source, pivot and target 
language to learn the lexicalized reordering model. Note 
that, this work can also be easily applied to other 
reordering models, such as the maximum entropy based 
phrase reordering model [7]. 

The remainder of this paper is organized as follows. In 
Section 2, we describe the related work. We introduce the 
context-extended phrase reordering model in Section 3. In 
Section 4, we describe the experiments and analyze the 
performance of our model, respectively. And Section 5 
gives a brief conclusion of the paper. 

(a). Standard Translation: Chinese(en)-English(en) 

en cp 
jP � 
en 

jp 

(b). Standard Translation: English(en)-Japanese(jp) 

(e). Pivot Translation: Chinese( en)-Japanese(jp) 

Figure 1. An example of lexiealized reordering model in standard 
SMT and pivot-based SMT. 



II. RELATED WORK 

To the best of our knowledge, only two papers were 
done for phrase reordering model in pivot-based SMT. 

Wu and Wang [1] use a small standard reorder model 
which was trained with standard bilingual source-target 
data for pivot-based SMT. The problem is that the source
target data are not always available. 

Henriquez [7] proposed a phrase table combination 
method to learn phrase reordering model. Conforms to the 
lexicalized reordering model, the approach also defines 
three types of orientations: monotone, swap, and 
discontinuous. Given the orientations of source-pivot and 
pivot-target phrase pairs: 

A swap move on the source-pivot system is dissolved 
if the same phrase is swapped again on the pivot-target 
system. Therefore it is a monotonous move. 

A monotonous move followed by a swap means a swap 
from source-target. It is the same if the swap is performed 
first and then the monotonous move. 

A discontinuous move always generates a [mal 
discontinuous move, regardless of which move is 
performed before it. 

Figure 2.(a) to Figure 2.(d) shows an example of the 
rules explained above. 

The problem of this method is that, on the one hand, 
the reordering probabilities are not accurate enough due to 
the non-uniformity of the probability space [8]; on the 
other hand, due to the missing of the context information, 
the orientation may not correct when combining the 
reordering tables. Figure 2.(e) and Figure 2.(f), a 
discontinuous move followed by a discontinuous move 
may not always be a discontinuous move. 

a b 

c d 

e 

Figure 2: a) Two monotonous moves. b) A monotonous with the 
previous phrase followed by a swap with the next phrase. c) Two 

consecutive swap moves. d) A swap move followed by a 
discontinuous move. e) Two discontinuous move lead to a 

monotonous move. f) Two discontinuous move lead to a swap move. 
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III. CONTEXT-EXTENDED ApPROACH 

The key issue of our approach is to search the context 
information and define whether a source-target phrase pair 
is matched in context. In this paper, we define that a 
source-target phrase pair is context-match if its context is 
matched via the pivot language. See Figure 1 for an 
illustration. If we want to know the orientation of the 
Japanese phrase "+4", we need to obtain its previous 
phrase ";j�/?� -c" and following phrase "{YVJ Z!< i G t�". 

Besides, we also need to obtain the corresponding Chinese 
phrases of these three Japanese phrases via English phrases. 
If all these phrases are matched, we named the phrase pair 
is context-match. Because the source-pivot and pivot
target bilingual data are independent, these corresponding 
phrases are not always available. To overcome this 
problem, we propose a mixed string including the 
fragments of the phrase and part of speech (PaS), which 
can search the context maximum. The rationality of the 
mixed string relies on the phrase with the similar structure 
(depend on paS), which often share the same orientation. 

We use an example for illustration. Considering the 
following phrases (subscripts indicate word alignments): 

PI: 

JtHr 1 

carry! out! 

P2: 

:itth 1 

carry! out! 

P3: 

:itth 1 

carry! out! 

P4: 

:itt1-r ] 
carry] out] 

P5: 

:itt1-r ] 
carry] out] 

t��z 
comprehensivez 

1*& z B�1j£ 3 
deepz reforms3 

XZ B�1j£ 3 
Xz reforms3 

iffi� 2 ¥f;:E� 3 
comprehensive 2 management3 

iffi� 2 X3 
comprehensive z X3 

From the example we can see that: phrase PI to P5 

share the same orientation. The reason is that these phrases 
either share the same structure or share the same fragments. 
For e.g., phrase PI and phrase P2 share the same structure; 
phrase Pl and phrase P5 share the same fragments. 

Given two parallel corpus (source-pivot and pivot
target), the context-match of each phrase can be extracted 
efficiently according to Algorithm 1. 

where: 
I. pet) / pes), the corresponding pivot phrase of target 

phrase t and source phrase s 
2. pre(t) / pre(s), the previous phrase of t or s 
3. fol(t) / fol(s), the following phrase of t or s 
4. t-pos / s-pos, the part of speech of t or s 
5. t-frag / s-frag, the fragment of t or s  
6. t-posfrag / s-posfrag, the part of speech and fragment 

of t or s 
7.CM / CM fol / CM pre , the context-match value of 

the phrase/ the previous phrase and the following phrase 



Algorithm I Context Match 
Input: Source-Pivot and Pivot-Target Corpus 
Output: Context Match of Each Phrase 
1. for all phrase t in target language do 
2. if p(t) = pes) then 
3. if p(pre(t)) = p(pre(s)) then 
4. CMpre=1 
5. else if p(pre(t-pos)) = p(pre(s-pos)) then 
6. CM pre=I/2 
7. else if p(pre(t-frag)) = p(pre(s-frag)) then 
8. CM pre=matched word/length of phrase 
9. else if p(pre(t-posfrag) )=p(pre(s-posfrag)) 

10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 

then 
CM pre=matched wordl2length of phrase 

end if 
if p(fol(t)) = p(fol(s)) then 

CMfol=1 
else if p(fol(t-pos)) = p(fol(s-pos)) then 

CM fol=I/2 
else if p(fol(t�frag)) = p(fol(s�frag)) then 

CM fol=matched word/length of phrase 
else if p(fol(t-pos{rag) )=p(fol(s-posfrag)) 

then 
19. CM fol=matched word/2length of phrase 
20. end if 
2l . CM= CM pre+ CM/ol 
22. end if 
23. end for 

With the context-match of each phrase, we can get the 
orientations following method proposed by Tillman [5]. 
Given three types of orientations: monotone(m), swap(s) 
and discontinuous( d), we can calculate the phrase 
reordering model following: 

Po (orientation Is, f) 
count( orientation, S, f) (1) 

Lo count(o, s, f) 

orientation E {m, s, d} (2) 

where s represents the phrase in source language and f 
represents the phrase in target language. 

For the phrases which our context-extended method 
cannot cover, we use the reordering table combination 
method to generate its reordering [7]. 

IV. EXPERIMENTS 

In our experiments, the word alignment was obtained 
by GIZA++ and the heuristics grow-diag-final is adopted 
as refmement rule. Our translation system is Moses, and 
the parameters were tuned by MERT. 

In order to make a comprehensive comparison, we 
built three baseline systems to compare with our system. 
The basic baseline system is the triangulation method 
based pivot approach without reordering model. The 
triangulation method with a reordering model based on 
movement distance and the reordering table combination 
method are also built as our baseline system. 

To evaluate the translation quality, we used case
insensitive BLEU-4 as our evaluation metric. The 
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statistical signifi-cance using 95% confidence intervals 
were measured with paired bootstrap resampling. 

We mainly test our approach on Europarl corpus, 
which is a multi-lingual corpus including 21 European 
languages. Due to the size of the data, we only select II 
languages which were added to Europarl from 0411996 or 
0111997, including Danish (da), German (de), Greek (el), 
English (en), Spanish (es), Finnish (fi), French (fr), Italian 
(it) Dutch (nl) Portuguese (pt) and Swedish (sv). In order 
to avoid a trilingual scenario, we split the training corpus 
into 2 parts by the year of the data: the data released in odd 
years were used for training source-pivot translation model 
and the data released in even years were used for training 
pivot-target translation model. 

We perform our experiments on different translation 
directions. As a most widely used language in the world, 
English was used as the pivot language for granted when 
carrying out experiments on different translation directions. 

Several test sets have been released for the EuroparI 
corpus. In our experiments, we used WMT07 as our 
development data and WMT08 as our test data. We 
compare our context-extended reordering model with three 
baseline systems in various translation directions. The 
results were shown in Table 4. The parameters were tuned 
by MERT on WMT07 and were tested on WMT08. 
Limited by the length of the paper, we only show the test 
set results on WMT08. The trend of the development set 
results on WMT07 is similar to WMT08. 

According to the results, several observations can be 
made from the table. 

I. Generally, the three reordering models are better 
than the triangulation method without reordering model, 
and the context-extended reordering model is better than 
the other reordering models and the triangulation method 
without reordering model. The performance of these 
methods in descending order: the context-extended method, 
the reordering table composition method, the distance
based method and the triangulation method without 
reordering. 

2. In all 90 language directions, our context-extended 
method achieves notable improvements over the baseline 
system without reordering and the distance-based method. 
Furthermore, our context-extended method is better than 
the reordering table composition method in 83 language 
directions, and the context-extended method is 
significantly better than the reordering table composition 
method in 31 language directions. 

3. The improvements of our context-extended method 
are not consistent in different translation directions. The 
improvement ranges from 0.06 (sv-el) to l .6 (sv-da) 
compared with the no-ordering method, and ranges from -
0.01 (fr-de) to 0.74 (es-pt) compared with the reordering 
table composition method. One possible reason is that the 
performance highly is related with choice of pivot 
language, and characteristics of source, pivot and target 
languages. 

4. In some language pairs, the reordering table 
composition method is comparable with our context
extended method. However, in most situations, our 
approach is better than the reordering table composition 
method in general. 



TABLE 1. EXPERIMENTAL RESULTS ON EUROPARL WITH DIFFERENT TRANSLATION DIRECTIONS 

No reorder 
Distance 

Henriquez 
CE-based 

No reorder 
Distance 

Henriqnez 
CE-based 

No reorder 
Distance 

Henriquez 
CE-based 

No reorder 
Distance 

Henriquez 
CE-based 

No reorder 
Distance 

Henriqnez 
CE-based 

No reorder 
Distance 

Henriquez 
CE-based 

No reorder 
Distance 

Henriquez 
CE-based 

No reorder 
Distance 

Henriqnez 
CE-based 

No reorder 
Distance 

Henriquez 
CE-based 

No reorder 
Distance 

Henriquez 
CE-based 

� SRC 
da de 

19.23 

da 
19.54 -
19.83 

20.39* 
23.12 

de 
23.56 
23.87 

-

24.04 
23.21 18.01 

el 
23.33 18.20 
23.47 18.34 
23.59 18.77* 
25.24 19.61 
25.48 19.89 

es 
25.76 20.01 

26.25* 20.23 
18.18 13.19 

fi 
18.29 13.27 
18.43 13.33 
18.55 13.39 
25.54 19.99 

fr 
25.67 20.11 
25.69 20.20 

26.04* 20.19 
22.33 17.71 

it 
22.61 17.89 
22.69 18.01 

23.00* 18.31* 
22.39 19.81 

nl 
22.54 20.01 
22.79 20.31 

23.12* 20.75* 
24.05 19.10 

pt 
24.12 19.31 
24.37 19.61 
24.59 19.70 
3l.l3 20.18 
31.65 20.49 

sv 
32.03 20.74 

32.73* 21.20* 

V. CONCLUSION 

el es 

20.15 27.19 
20.31 27.30 
20.38 27.41 
20.39 27.41 
19.70 26.11 
19.88 26.45 
20.03 26.76 

20.37* 26.81 
32.07 
32.32 -
32.65 

33.05* 
27.17 
27.22 -
27.31 
27.47 
14.71 20.05 
14.96 20.11 
15.11 20.37 
15.25 20.83* 
26.44 37.37 
26.61 37.74 
26.87 37.89 
26.95 38.09 
24.13 34.33 
24.19 34.59 
24.23 34.81 
24.41 35.49* 
18.51 24.57 
18.76 24.87 
19.00 25.01 
19.11 25.72* 
25.19 36.44 
25.33 36.65 
25.45 36.98 
25.59 37.63* 
22.05 29.13 
22.09 29.24 
22.11 29.36 
22.11 29.43 

This paper proposes a novel approach to learn phrase 
reordering model for pivot-based SMT by extending the 
context of phrase in source, pivot and target language. To 
extend the context information, we introduced a mixed 
string to cover more phrases, including the fragments of 
the phrase and POS. The experimental results on Europarl 
show significant improvements over the baseline systems. 
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